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IMPORTANT INFORMATION — Please Read!

The step-by-step Labs in this Workbook have been written specifically for the LiveAction
Training Student Pod, documented herein. All “Pods” have been pre-configured with the
appropriate software and generated traffic to successfully perform these labs. Pay attention to
any Notes presented as:

Note: This is a note example which gives additional information to the specific context.

The Diagrams, or screen shots, throughout this Workbook are examples for demonstration
purposes and may not reflect the appropriate parameters for the classroom and/or your specific
subnet. Unless specifically directed to do so, do not attempt to match the settings displayed in
the screen shots to your configuration.

Traffic collected by your assigned Pod may not be synchronized with other Student Pods, and in
some cases... due to specific application traffic timing, may not display the exact result specified
in the Labs. The main intent is to know HOW to access the information... not to attain specific
lab results.

Throughout this document italics, bold fonts, and words in CAPS, are used to place emphasis
on specific procedures or results.

© Copyright LiveAction 2022 4
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Lab 1

Lab 1. QoS Configuration
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Lab 1.0: Introduction to QoS

In this lab we are going to walk through the story of implementing QoS for a small WAN network
using LiveNX. When complete we will have used LiveNX to:

¢ Identify and validate critical traffic is marked with a DSCP tag

¢ Build Shaping Policies

e Prioritize Voice & Video

e Protect high priority data

e Police scavenger/low priority traffic

e Validated QoS is working end-to-end

Below is a diagram of sample network. There are two branch locations with connections back
to HQ via two MPLS Networks. The connectivity is designed as follows:

e HQ-B1 - no provider CIR

e HQ-B2 - no provider CIR

e NY - 1.544Mb provider CIR

e LA -1.544MB provider CIR
For the sake of this lab assume there is no other QoS on the service provider’'s backbone.

i
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Figure 1

Remember from the presentation that QoS is done in 4 steps:
e Step 1 — Recognizing Application traffic (Classification and Marking)
e Step 2 — Prioritization (Queueing and Shaping)
e Step 3 — Throttling Traffic (Policing and WRED)
e Step 4 — Buffer Tuning

We will use LiveNX to walk through this story.

Lab 1.0: Introduction to QoS © Copyright LiveAction 2022 6
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Remember from the slide presentation there are several components to this step.

LiveAction

Step 1 - Recognize Application Traffic
Classification and Marking

Step 1 - Day 0: Application Landscape

Step 2 - Use Filters/Search to identify trafficin LiveNX

Step 3 - Use visualization & reports to confirm traffic

Step 4 - Standardize on DSCP values

Step 5 - Use visualization & reports to validate DSCP

Step 6 - Update Qo5 policies on routers /switches/etc,

Step 7 - Confirm QoS policies via visualization & reportsin LiveNX

Figure 2

Day 0 Tasks
The first item that must be understood to successfully implement QoS is to understand a
business’s critical applications. In our sample network the following applications have
been defined as the highest priority:

e Voice (rtp)

e Video (Lync)

e SIP

e Citrix

e NetFlow
e SNMP

e SSH

e Telnet

e Salesforce

We will next use several LiveNX Flow reports to understand the application landscape

Lab 1.0: Introduction to QoS © Copyright LiveAction 2022 7
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Lab 1.1: Run Baseline Reports

This Lab uses the WebUI.

e From the LiveNX Client, Run the Reports > Flow > Applications > Application
o Keep all filters and report at their default settings (All Devices, Outbound)
¢ Implement a Search of “wan” by entering wan in the flex search bar.

e Then click Execute Report

Application View Options ~ Share Print Schedule Copy Close
Application (Flow) J5/Minute Period|(default) L
o - rip —
= = ‘- rtp-audio =
Fy - snmp
i -
) o
] -atsicatsi
g P
0
Page | 1 | /2% Q Search m &
Legend < Application O Total Flows < Total Bytes Total Packets ¢ Average Bit Rate O Average Packet Rate O Peak Bit Rate Peak Packet Rate O
- np 58 56.41 MB 69,834 501.40 Kbps. 77.59 pps 564.92 Kbps. 85pps
- rp-audio 100 24.56 MB 147,584 218.34 Kbps 163.98 pps 270.04 Kbps 197 pps
10.21.1.154 77 371 MB 7912 32.97 Kbps 8.79 pps. 83.46 Kbps 25 pps.
- snmp 262 261MB 13257 23.23 Kbps. 14.73 pps. 26.66 Kbps 15pps
- ica 68 144 MB 23459 12.77 Kbps 26.07 pps 14.62 Kbps 30pps
ipfix 33 141 MB 1872 12.50 Kbps 2.08 pps. 72.71 Kbps 7pps
- statistical-p2p 109 1.14MB 20m 10.12 Kbps 2.30pps 13.74 Kbps 3pps
- sip 59 1.10 MB 10814 9.81 Kbps. 12.02 pps 12.69 Kbps. 14 pps
citrix 25 887.71 KB 11,398 7.89 Kbps. 12.66 pps. 9.81 Kbps. 16 pps.
- ftp 61 73452 KB 13784 6.53 Kbps 15.32 pps 7.70 Kbps 18 pps

Figure 3
Notice that this report is looking at All Devices and all outbound Interfaces tagged with WAN.

Review the applications on the network — examples of business-critical applications are
represented. Notice the ratios of these examples may not be representative of real networks.

This provides a good general breakdown of the overall usage of the business critical on the
WAN network as a whole

Run the Reports > Flow > Network > Interface Bandwidth Summary Report
a. Keep all filters and report at their default settings
b. Execute Report

Lab 1.1: Run Baseline Reports © Copyright LiveAction 2022 8
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Interface Bandwidth Summary View Options ~ Share Print Schedule Copy Close

Interface Bandwidth Summary (Flow)

| HQ-B2 dcloud cisco.com - GigabitEthernetd

Dovice: vioes  Interface: All WAN Interfaces  Display Filter: No Display Filtering ~ Flow Type: BasicFlow  Execution Type: Time Serles  Sort By: BitRate Bin Duration: Auto  Start Time: Jun 30, 2022 13:43:37 EDT (GMT-04:00)
202213:56:37 EDT (GMT-04:00)  Bin imerval: 1 minute

— Ho82/Giga
— Has2/6igal

Bit Rate (Kbps)

o
13:44:00 13.46:00 134800 13:5000 13:5200 135400 13:56:00 135837
Q m &
| Llegend & Site & DeviceC  InterfaceName & Service Provider & Direction & Total Flows & Total Bytes & Total Packets & AverageBitRate &  AveragePacketRate & PeakBitRate &  Peak Packet Ri
- He HQ-B2 GigabitEthenetd  SP1_MPLS Ingress 659 5215 MB 163,694 463,53 Kbps 181.88 pps 613.07 Kbps 200
- H HQ-B2 GigabitEthemet3  SP1_MPLS Egress 243 4117 MB 108,450 365.96 Kbps 120.50 pps 449.90 Kbps 14

rﬂmncm -LA.deloud.cisco.com - GigabitEthernetd ||

aces  Dispiay Filter: No Display Filiering  Flow Type: Exacution Type: Time Ses

SortBy:BiRate  BinDuration:Auto  StartTime: Jun 30, 2022 13:43:37 EDT (GMT-04:00)

— Branch1-LA/GigabitEthe
— Branch1-LA/Gigabi

0
13:44:00 1346:00 134800 13:5000 135200 135400 13:56:00 13:5837
Q m &

Legend ¢ Site C  Device O Interface Name ¢ Service Provider & Direction & Total Flows & TotalBytes O TotalPackets O AverageBitRate Average PacketRate & PeakBitRateC  Peak Packet

- Branch1-LA | GigabitEthemetd | SP1_MPLS Egress 319 21.16 MB 116769 365.85 Kbps

Figure 4 D

This will provide an understanding of each sites’ overall WAN utilization.

Re-run this report, but update the Search to: “flow.app=rtp”

This provides an understanding of the utilization of just Voice (rtp) on each WAN circuit.
Re-run this report but update the Search to: “flow.app=10.21.1.154"

This provides an understanding of the utilization of an as yet unidentified application on each
WAN circuit.

Lab 1.1: Run Baseline Reports © Copyright LiveAction 2022
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17 =0 ] 210
Interface Bandwidth Summary View Options ~ Share Print Schedule Copy Close
Interface Bandwidth Summary (Flow) rd

Branch2-NY.dcloud.cisco.com - GigabitEthernetd I
Device: All WAN Devices  Intarface: All WAN Interfaces  Display Filter: No Display Filtering  Flow Type: Basic Flow  Execution Type: Time Serles  Sort By:8it Rate || Flex Search: flow.app=10.21.1.154 [JBin Duration: Auto

Start Time: Jun 30, 2022 13:43:00 EDT (GMT-04:00)  End Time: Jun 30, 2022 13:58'00 EDT (MT-04:00)  Bin Interval: 1 minute

—— Branchz-NY/GigabltEthemetd/Egr.  mmm

100
—— Branch2-NY/GlgabltEthernetd/ing... =
g
x
= 50
2
&
o
13:44 13:45 13:48 13:47 13:48 13:49 13:50 13:51 13:52 1353 1354 1355 1356 13:57 13:58
Q m &
| Legend & Site & Device & Interface Name & Service Provider & Direction & Total Flows & Total Bytes &  Total Packets &  Average BitRate &  Average PacketRate &  PeakBitRate &  Peak Packet
- NY Branch2-NY = GigabitEthernetd SP1_MPLS Egress 44 1.88MB 4,548 16.70 Kbps 5.05pps 82.15Kbps
[ ] NY Branch2-NY GigabitEthernetd SP1_MPLS Ingress 12 1.79 MB 227N 15.89 Kbps 2.52pps 79.42 Kbps

I HQ-B2.deloud.cisco.com - GigabitEthernet3 I

Device: All WAN Devices  Interface: All WAN Interfaces  Display Filter: No Display Filtering ~ Flow Type: Basic Flow  Execution Type: Time Series ~ Sort By:Blt Rate  Flex Search: flow.app=10.21.1.154  Bin Duration: Auto

Start Time: Jun 30,2022 13:43:00 EDT (GMT-04:00)  End Time: Jun 30, 2022 13:58.00 EDT (GMT-04:00)  Bin Interval: 1 minute

100 —— HQ-B2/GlgabitEthemet3/ingress
= HU-82/GIgabitEthemnet3/Egress

Bit Rate (Kbps)

13:44 13:45 13:46 13:47 13:48 13:49 13:50 13551 13:52 1353 13:54 1355 13:56 1357 13:58

Q m &

Legend &  Site O Device O Interface Name O Service Provider & Direction & TotalFlows &  Total Bytes C  Total Packets &  Average BitRate &  Average PacketRate &  Peak BitRate C  Peak Packet R:

[ ] HQ HQ-B2 GigabitEthernet3 SP1_MPLS Ingress 47 1.88 MB 4,531 16.69 Kbps 5.03 pps B82.15Kbps 2

Figure 5
Re-run this report but update the Search to view other key applications as desired.

Run the Report Site Traffic
a. Keep all filters and report at their default settings

b. In the report settings select WAN Devices, and All WAN Interfaces.
c. Execute Report

Lab 1.1: Run Baseline Reports © Copyright LiveAction 2022
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RUN OR EDIT REPORT(S)

GENERAL SETTINGS REPORT LIST REPORT DETAILS
Name Interface Bandwidth Summary (Flow) Fast © @ T, Flow Type
Interface Bandwidth Summary Add New Report + Basic Flow
Presentation Mode Report Description Execution Type
Standard Time Series
Footnate Devices Sort By
All WAN Devices Bit Rate

Time Zone DST Interfaces Business Hours
(GMT-05:00) America/New York | All WAN Interfaces |
Gannot be used with All Devices
Time Range Flex Search @ Bin Duration
Custom | flowapp=rtp * Auto

Start Date StartTime  End Date End Time Display Filter

1 minute

Raw Flow Data
06/30/2022 | 13:43 06/30/2022 | 13:58 No Display Filtering
Due to the options selected, this report will
utilize the Raw Flow datastore (slower)

Flex Search @

Display Filter

Sharing Settings

Figure 6

Observe the breakdown of bandwidth between site pairs.

Re-run this report, but update the Search to: “flow.app=rtp”

This provides an understanding of just Voice (rtp) on for the site pairs.

Re-run this report but update the Search to view other key applications as desired.

Run the Reports > Flow > Address > Destination Site Traffic
a. Keep all filters and report at their default settings
b. Inthe report settings select WAN Devices, and All WAN Interfaces.
c. Execute Report

17 mo0 0 al]
View Schedule Create Report
Site Traffic, Last Fifteen Minutes View Options ~ Share Print Schedule Copy Close
Site Traffic (Flow) &

Device: All WAN Devices  Interface: All WAN Interfaces || Display Filter: No Display Flitering J§ Direction: Guibound || Flow Type: Basic Flow  Execution Type: Time Serles  Sort By: BitRate  Bin Duration: Aulo  Start Time: Jun 30, 2022 13:55:16 EDT (GMT-04:00)
" erval: 1 minute

- LAHQ
- HO/LA
NY/HQ
- HO/NY
= Unknown/Unknown

Internet/intemet
Total

g
B
£
1
3
2
]

|
|

o
13:56:00 13:57:00 13:58:00 135900 14:00:00 14:01:00 1402700 14:03:00 14:04:00 14:05:00 14:06:00 14:07:00 14:08:00 14:09:00 141016
Q m &
Legend & Source Site & Destination Site Total Flows & Total Bytes & Total Packets & Average Bit Rate & Average Packet Rate & Peak Bit Rate & Peak Packet Rate <
- LA HQ 289 42.54 MB 118,785 378.17 Kbps 131.98 pps 452.98 Kbps 141 pps
- HQ LA 283 39.21 MB 107,557 348.51 Kbps 119.51 pps 401.34 Kbps 134 pps
NY Ha 475 11.08 MB 59,625 98.48 Kbps 66.25 pps 188.74 Kbps 93 pps
- HQ NY 191 3.32 MB 23,888 29.53 Kbps 26.54 pps 94,34 Kbps 39 pps
[ ] Unknown Unknown 83 491 KB 99 0.04 Kbps 0.11 pps 56 bps 0pps
Internet Internet 7 479KB 97 0.04 Kbps 0.11 pps 48 bps 0pps

Figure 7
Observe which sites are being sent the most data.
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Re-run this report, but update the Search to: “flow.app=rtp”

This provides an understanding of which sites are receiving the most Voice (rtp).

17 uo0 0 210

View Schedule Create Report

I Site Traffic, Last Fifteen Minutes I View Options ~ Share Print Schedule Copy Close
Site Traffic (Flow) &
Device: All WAN Devices  Interface: All WAN Interfaces  Display Fifter: No Display Filtering Flow Type: Basic Flow  Execution Type: Time Serles  Sort By: Bit Rm Bin Duration: Auto
Start Time: Jun 30, 2022 13:55:00 EDT (GMT-04:00)  End Time: Jun 30, 2022 14:10:00 EDT (GITOR 0T B W 1 minute

750 - oL =
- LAHO -
— Total
£ s00
x
Il
i
o
1356 1357 13:58 1359 1400 1401 1402 1403 1404 1405 1406 1407 1408 1409 1410
Q m &
Legend & Source Site & Destination Site & Total Flows & Total Bytes & Total Packets & Average Bit Rate & Average Packet Rate & Peak Bit Rate & Peak Packet Rate &
- HQ LA 28 27.69 MB 34,276 246.18 Kbps 38.08 pps 296.58 Kbps 44 pps
- LA HQ 8 26.93 MB 3330 239.39 Kbps 37.05pps 275.10 Kbps 41 pps

Figure 8
Re-run this report but update the Search to view other key applications as desired.

Run the Reports > Flow > Address > Source Site Traffic Report
a. Keep all filters and report at their default settings
b. In the report settings select WAN Devices, and All WAN Interfaces.
c. Execute Report

17 w0 a 210
View Schedule Create Report
Source Site Traffic, Last Fifteen Minutes View Options + Share Print Schedule Copy Close
Source Site Traffic (Flow) $£ O
2 - o =
- =
= Ny
z - uninom
- = et
R otal
0 _
140300 140400 140500 140500 14700 140800 140900 141000 41100 141200 141300 141400 141500 141600 W 141748
Q m &
Legend & Site & Total Flows & Total Bytes & Total Packets & Average Bit Rate & Average Packet Rate & Peak Bit Rate Peak Packet Rate &
- H 2279 44.08 MB 147887 391.80 Kbps 164.32 pps 448,86 Kbps 215 pps
- A 216 40.52 MB 108506 36021 Kbps 120.56 pps 434.26 Kbps 135 pps
NY 308 10.99 MB 54359 97.65 Kbps 60.40 pps 155.79 Kbps 81pps
- Unknown 27 40.57 KB 508 0.36 Kbps 0.56 pps 424bps. 0pps
@ Internet 175 3260KB 388 0.29 Kbps 043pps 344bps 0pps

Figure 9

Observe which sites are sending the most data.

Re-run this report, but update the Search to: “flow.app=rtp”

This provides an understanding of which sites are sending most Voice (rtp).
Re-run this report but update the Search to view other key applications as desired.

After running these reports, we now have a good understanding of how the network is being
utilized. We also know per application the breakdown of bandwidth utilization per site.

We will want to keep this understanding in mind as we continue through the lifecycle of the QoS
project and beyond.

Lab 1.1: Run Baseline Reports © Copyright LiveAction 2022 12
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Lab 1.2: Building Filters

This Lab uses the Engineering Console.

The reports we have used so far were using NBAR for recognizing specific types of traffic such
as Voice (rtp). This can be an excellent way to see specific applications that are known by
NBAR. In real networks though, NBAR is a great, but not a perfect solution for recognizing
traffic. Often, one may see multiple different NBAR definitions for the same type of application
(cisco-phone-audio and cisco-jabber-audio) if no NBAR Protocol Pack standardization has
occurred or NBAR will return unknown results if Protocol Packs are old.

To overcome these challenges with recognizing specific applications of interest, Custom
Applications and Application Groups provide an excellent way to administratively define
application definitions. As an example, we are now going to build custom applications and an
Application Group in LiveNX that could be used for recognizing a Cisco CallManager IP Phone
system. This is just one example. In a real network the concepts presented should be
repeated for other applications of interest on the network.

Lab Steps:

¢ From the LiveAction map, select the Flow Tab

Dashboard | Manage *|_a -
| & F7 0O - & & T

Name Search Example: (site {onol

Figure 10

e To Edit or Create a filter, click the & | icon from the options at the top of the map:

All Flow Types [ ] Current Time (<] Current Polling Interval e *DefaultFilterGroup (] Top 50 B & bscp (]
Figure 11

e The Display Filters Setup Dialog appears

Lab 1.2: Building Filters © Copyright LiveAction 2022 13
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[ JeN ] Flow Display Filters Setup
V. Create Filter | R Copy | Y% Delete | §f: Rename Filter Entry Details
- Filter Entry Action: Show o the following
Fiter: | *DefaultFilterGroup v Show or Hide th i
1P Type: IPv4 Only  IPv6 Only ~ Both IPv4 & IPv6
Filter Entries
Color Mapping Label & Color:  Web <

[B. add Entry | (5 Add Other Filter | [ Remove Reference | [ (B

¥ “DefaultFilterGroup Baslc Sfcanced
M [interner] Referenced Filter: Internet
[Network Management] Referenced Filter: Network Management
M [Enterprise Applications] Referenced Filter: Enterprise Applications .
[Voice] Referenced Filter: Voice (Crea ) SR O [N eI
M [Video] Referenced Filter: Video
M [Network Mail Services] Referenced Filter: Network Mail Services
[Directory] Referenced Filter: Directory
M [Routing] Referenced Filter: Routing
[Peer-to-Peer/Non-essential] Referenced Filter: Peer-to-Peer/Non-essential
[All-Remaining] Show Both IPv4 & IPv6

Mateh Protocol/Ports

Select from a pre-defined st of protocols/applications or create new
definitions

Mateh IP, Range, Subnet

Source

Destination

Enter IP addresses, ranges, and/or subnets separated by spaces (e.q
172.120.0.1 192.168.0.0/24 10.0.0.1-10.100.0.1)

Match DSCP

Match Device Interface

Match flows traversing through a particular device's interface

Inbound and Outbound Combined Inbound Outbound

Note: Items marked with a (*) are non-historical
Note: Other filters added as entries are not editable here, but can be edited by selecting them in
the Filter drop-down box.

Help. ok Cancel Apply
Figure 12

¢ In the Filter selection pull-down, select the Voice Filter

7. Create Filter | %7 Copy | Tk Delete | §f Rename Filter Entry Details
Filter Entry Action: i i
Filter: | Voice 2] ilter Entry Action: () Show or Hide the following
Teredo by IP PType: O IPv4 Only  IPV6 Only  Both IPvd & IPv6
Filter TFTP
& TRG-VolP Color Mapping Label & Color:  Skinny ue
DO Basil Advanced
T Vi Ventrilo asic
[ | Video

‘Match Protocol/Ports
Select from a pre-defined list of protacols/applications or create new

Fig_ure 13

In its default form, the Voice filter is not built for any specific Vendor’s solution. We will modify
this filter to make it useful in a Cisco CallManager environment. We will Delete, Add, and edit
the Entries of the Filter.

Lab 1.2: Building Filters © Copyright LiveAction 2022
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[ NoN ) Flow Display Filters Setup
. Create Fiter | %7 Copy | (% Delete | 3f; Rename Filter Entry Details
Filter Entry Action: i i
Fiter:  Voice -] ilter Entry Action: () Show or Hide the following
PType: O IPv4 Only IPv6 Only Both IPv4 & IPv6
Filter Entries
Color Mapping Label & Color:  VolP [ [
[E Add Entry | [B7 Add Other Filter | [ Delete Entry | [ | [&
T Voice Basic  Advanced
|_l[VoIP] Show IPv4 Only (Prot/App=voip) MR i/Ports
D (R El ) Select from a pre-defined list of protocols/applications or create new
[Ventrilo TCP] Show IPv4 Only (Prot/App=ventrilo tcp) e hEnE

M [Ventrilo UDP] Show IPv4 Only (Prot/App=ventrilo udp) voi e 7 e
[H323] Show IPv4 Only (Prot/App=h323) P Srene |k e R TCapY
M [RTP] Show IPv4 Only (Prot/App=rtp) T voip

H [SIP] Show IPv4 Only (Prot/App=sip) [3 (L4 Protocol=UDP) AND (Src OR Dst=13958 OR 16384)

Match IP, Range, Subnet

Match IP Addresses Regardless of Source or Destination

2r IP addresses, ranges, and/or subnets separated by spaces (e.g

Ente| ing:
172.120.0.1 192.168.0.0/24 10.0.0.1-10.100.0.1)

Match DSCP

0 (BE

Match Device Interface

Match flow:

Note: Other filters added as entries are not editable here, but can be edited by selecting them in
the Filter drop-down box.

Help - Cancel Apply
Figure 14

e Delete unused Entries
e VoIP
e Ventrilo TCP
e Ventrilo UDP

e Add Entry

Note: The following filters may already be present in the Training Pod. Name YOUR new
filters with YOUR name or initials.

e Name it MGCP

e Tick “Match Protocols/Ports”

¢ In the dropdown, select MGCP
e Also select Match DSCP = 31

Lab 1.2: Building Filters © Copyright LiveAction 2022
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o [ ] Flow Display Filters Setup
. Create Filter | %7 Copy | W% Delete | 3% Rename Filter Entry Details
Filter:  Voice e Filter Entry Action: () Show or Hide the following

PType: O IPv4 Only IPv6 Only Both IPv4 & IPvE
Filter Entries

Color Mapping Label & Color:  MGCP me
[ Add Entry | [B7 Add Other Filter | [5¢ Delete Entry | 55 | [

Basi Advanced
Y Voice asic

M [Skinny] Show IPv4 Only (Prot/App=skinny)
[H323] Show IPv4 Only (Prot/App=h323)

M [RTP] Show IPv4 Only (Prot/App=rtp)

M [SIP] Show IPv4 Only (Prot/App=sip) .

[ ](MGCP] Show IPv4 Only (Prot/App=mgcp) AND (DSCP=0 (BE)) mgcp e Create [ g Edic] ) Copy

Match Protocol/Ports

Select from a pre-defined list of protocols/applications or create new
definitions

W mgep
[l (L4 Protocal=TCP) AND (Src OR Dst=2427 OR 2428 OR 2727)
[ (L4 Protocol=UDP) AND (Src OR Dst=2427 OR 2727)

Match 1P, Range, Subnet
Match IP Addresses Regardless of Source or Destinatio
Source
Destination

Enter IP addresses, ranges, and/or subnets separated by spaces (e.g
172.120.0.1 192.168.0.0/24 10.0.0.1-10.100.0.1)

Match DSCP

S — B

29

e

33
34 (AF41)
35
36 (AF42)
Note: [tems marked with a (*) are non-historical

Mote: Other filters added as entries are not editable here, but can be edited by selecting them in
the Filter drop-down box.

Help - Cancel Apply

Figure 15

Edit Entries the following entries with these updates:
H323 - TCP/UDP = Src or Dst = 1718 1719 1720 and DSCP = 46
SIP - TCP/UDP = Src or Dst = 5060 5061 5062 and DSCP = 46
Skinny — TCP = Src OR Dst = 2000 2001 2002 and DSCP = 46
RTP - UDP = Src AND Dst = 16384-32767 and DSCP = 34

Lab 1.2: Building Filters © Copyright LiveAction 2022 16
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eCe
. Create Filter | %7 Copy | W% Delete | §f; Rename

Filter:  Voice

Filter Entries

[E Add Entry | [ Add Other Filter | [ Delete Entry | [ | [3v

¥ Voice
M [Skinny] Show IPv4 Only (Prot/App=skinny) AND (DSCP=46 (EF))
[H323] Show IPv4 Only (Prot/App=h323) AND (DSCP=46 (EF))
L_I[RTP] Show IPv4 Only (Prot/Ap| AND (DSCP=34 (AF41))
M [SIP] Show IPv4 Only (Prot/App=sip) AND (DSCP=26 (AF31))
M [MGCP] Show IPv4 Only (Prot/App=mgcp) AND (DSCP=31)

Note: Other filters added as entries are not editable here, but can be edited by selecting them in

the Filter drop-down box.
Help
Figure 16
_. [ ] Protocols/Applications Setup
Create Definition | [y Copy | 3¢ Delete | %[ Rename

Defined Protocols/Applications: rp

Entries

[E. Add Entry | 5. Add Defined Prot/App D* Delete

T rtp

R (L4 Protocol=UDP) AND ((5rc=16384-32767) AND (Dst=1 ,384-32767))

e not editable
own box above.

Note: Defined protocols /applications added as entries
here, but can be edited by selecting them in the drop-,

Entry Details

Layer 4 Protocol: UDP (17)
Ports

Match Source and Destination Ports

Source: 16384-32767

Destination: 16384-32767

Enter port numbers or ranges separated by spaces (e.g., 80
88-443)

Help oK Cancel

Figure 17

LiveNX Foundations Workbook 2

Flow Display Filters Setup

Filter Entry Details
Filter Entry Action: () Show or

P Type: () IPv4 Only IPv6 Only

Hide the following
Both IPv4 & IPvE

Color Mapping Label & Color:  RTP us

Basic =~ Advanced

Match Protocol/Ports

or create new

(2] o Create | 7 Edit | [y

[ (L4 Protocol=UDP) AND ((Src=16384-32767) AND (Dst=163 767

Match IP Addffsses Regardless of Source or Destination

Source

resses, ranges, and/or subnets separated by spaces (e.q.,
1 192.168.0.0/24 10.0.0.1-10.100.0.1)

‘Match Device Interface
atch flows traversing through a particular device's interface
Branch1l-LA.dcloud.cisco.com GigabitEthernetl
Inbound and Outbound Combined Inbound Outbound
Note: Items marked with a (*) are non-historical

¢ When finished, you should have something that looks like the following:

Lab 1.2: Building Filters
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e MGCP - TCP/UDP = Src OR Dst =2427 2727 & TCP = Src or Dst = 2428 and
DSCP=31

e H323-TCP/UDP =Src OR Dst=1718 1719 1720 and DSCP=46
e Skinny — TCP = Src OR Dst = 2000 2001 2002 and DSCP=46

e SIP-TCP/UDP = Src OR Dst = 5060 5061 5062 and DSCP=26
e RTP-UDP =Src AND Dst =16384-32767 and DSCP=34

Note: This updated voice filter will work well for our Lab purposes, but in a real networks, it
would probably be best to also include IP addresses and/or subnets to these filters for
eliminating any false positives.

Lab 1.2: Building Filters © Copyright LiveAction 2022
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Lab 1.3: Validating Filters

This Lab uses the WebUI and Engineering Console.

The example Filter we created should show us the Voice traffic in our network. The following
reports will allow us to confirm the traffic.

Lab Steps:
¢ From the LiveNX Client map, select the Flow Tab

Dashboard  Manage = I '

Flow
BT O - & & Tab
Name Search Example: (site = Honolulu
[ Ha
B
I Ny
Figure 18
From the options at the top of the map, select the following settings
All Flow Types (2] Current Time (] Current Polling Interval [ a Voice (] I Top 50 (] IE Display Filter Colors al
Figure 19
You should be presented with a Flow visualization similar to the following diagram
e ~{-’t-]o":/m- @ @ |Table| O Refresh| AllflowTypes @ CumemTime @  CumentPolling Intenval © |G Voice 8 Topso B | @ Display Fiter Colors @
o . =
P
p=
. / e 8
T
CPU© Memory © Flow Buffer © [ NI Node: © Refreshed at 7/5/22, 10:24:37 AM: 11 flows (merged) displayed. Showing flow data from 4 of 4 devices. ‘admin: Admin user 10:48:32 AM EDT,

Figure 20

Confirm in the legend there is Voice traffic being matched. You should see RTP & SIP being
matched.

Lab 1.3: Validating Filters © Copyright LiveAction 2022 19
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Oplor Mapping By Display Filter Colors

M Skinny
H323
W RTP
*52 MB / 22 flows
msip
*918 KB / 10 flows
W MGCP

A\ Flow Pelling Disabled lcon

O ACL Applied
2, Not configured
5 VLAN

Figure 21

Run the Miscellaneous > User Filter report
a. Select the Voice filter, but leave all parameters at their default settings
b. In the report settings select WAN Devices, and All WAN Interfaces.

RUN OR EDIT REPORT(S)
GENERAL SETTINGS REPORT DETAILS
Name User Filter (Flow) Fast B peportName Flow Type
User Filter, Last Fifteen Minutes Add New Report + User Filter Basic Flow
Presentation Mode Report Description Execution Type
Standard Enter report description Time Series
Footnote Devices SortBy
Enter report group description. All Devices Bit Rate
Time Zone DST Interfaces Business Hours
(GMT-05:00) America/New York Allinterfaces All Hours
Cannat be used with All Devices
Time Range Flex Search © Bin Duration
Custom Ex.: site=Honolulu & wan & flow.app=http x Auto
T minute
StartDate  StartTime  End Date End Time Display Filter
Raw Flow Data
06/30/2022 1500 06/30/2022 15115 Voice
Due to the options selected, this report will utilize the
Raw Flow datastore (slower)
Direction
Flex Search @ Inbound and Outbound Combined
Ex.: site=Honolulu & wan & flow.app=http x
Display Filter

Select Display Filter.

Sharing Settings

Gorcd | | Sma e Tl

Figure 22
c. Execute Report

View Reports [ |

Templates Reports History

User Filter, Last Fifteen Minutes View Options ~ Share Print Schedule Copy Close
Q
User Fiter (Fiow PN
Default Templates. Lo
Device At Devices  artce: Al et * PowTypecbaschion PiecanType TimeSenes  SonBy.iRas BaDurstom Aty St T 30,2022 150000 EDT (GUFO400)  End T 30,2022 191500 EDT (GMFOLOG) B ntarvt | i
i
3
i
i
0 s 5 1905 1sca i ) 15 1513
Q m &
Legend & Name O Total Flows & Total Bytes & Total Packets & Average Bit Rate © Average Packet Rate Peak Bit Rate & Peak Packet Rate &
- P 1627 73398 1016779 332Mops 113 Kpps 364 Mps 1.25Kpps
- se 364 6658 55917 59.13K0ps €213pps 6634 Kops 70098

[ - - T I R - - RN T - - - - - - )

Figure 23

Lab 1.3: Validating Filters © Copyright LiveAction 2022
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Notice that this report is looking at All Devices and All Interfaces in the outbound direction, but
specifically “WAN” interfaces. This will show the volume of bandwidth of the matched

applications in the Voice filter
Run the Reports > Flow > Applications > Application report

a. Select the Voice filter, but leave all parameters at their default settings

b.

c. Execute Report

Application View Options

Application (Flow)

Device: All WAN Devices  Interface: All WAN \nmv(acvsl play o I

1000

Execution Type: Time Serles  Sort By: BitRate  Bin Duration: Auto  Start Time: Jun 30, 2022 15:11:45 EDT (GMT-04:00)

Q Sear

In the report settings select WAN Devices, and All WAN Interfaces.

210
View Schedule Create Report
share Print Schedule Copy Close
$ B
End Time: Jun 30, 2022 15:26:45 EDT (GMT-0400)  Bin nterval: 1 minute
152600 152645
ch m &
Peak Bit Rate & Peak Packet Rate O

573.15 Kbps 86 pps
27338 Kops 200 pps
1318 Kbps 3pps
12.66 Kops 15pps
9.74 Kbps 1pps
8.5 Kbps. 7pps
2,66 Kbps. 0pps
1.68 Kbps Opps

_ = S
2 s
3
]
o
151200 151300 151400 151500 151600 151700 151800 157900 152000 152100 15:2200 152300 152400 152500
Legend O Application Total Flows & Total Bytes & Total Packets & Average Bit Rate & Average Packet Rate &
- 57 5570 MB 68897 49514 Kbps 7655 pps
- rpaudio 102 2509 MB 150675 22305 Kbps 16742 pps
statistical-p2p 12 113 MB 2043 1006 Kbps 227 pps
- s 59 1.10 MB 10828 981 Kbps 12.03 pps
@S openwebnet 49 74636 KB 1,003 6.63 Kbps 111 pps
Ianrevagent 30 69332KB 4325 6.16 Kbps 481 pps
@B TRG Identified Traffic 14 26347 KB 713 2.34 Kbps 0.79 pps
@B statisticalconf-video 24 126.21KB 342 112 Kbps 0.38 pps

Figure 24

Notice that this report is looking at All Devices and All Interfaces in the outbound direction, but

specifically “WAN?” interfaces.

Review the applications matching the Voice Filter. Notice how NBAR sees voice (rtp), sip and

video.

Is this right? Shouldn’t we just see Voice (rtp and sip) in this report?

Run the Reports > Flow > Analysis > IPs and Ports report
a. Select the Voice filter, but leave all parameters at their default settings

b.
c. Execute Report

IPs and Ports, Last Fifteen Minutes

1Ps and Ports (Flow)

Device: All WAN Devices
Bin Interval: 1 minute

1000

it Rate (Kbps)

1605

1506

Intertace: All WAN interfaces | Display Fitter: Voice |l Direction: outbound

Flow Type: Basic Flow

Execution Type: Time Series

Legend < SrcUserName O DstUserName©  SiclPAddrO  SrcSted  SrePort &
- 198.19.1.81 LA 20100
- 19618.12881 HQ 20100

19818.128.80  HQ 20100
- 198.19.1.80 LA 20100
- 196.18.128.84  HQ 31196
198.19.1.84 LA 31196
- 196.19.288 NY 31196
- 198.19.1.80 LA 20004
198.19.1.81 LA 20004
- 196.18.128.81  HQ 20004

Figure 25

Lab 1.3: Validating Filters

1611

DstIP Addr & DstSite &
198.18.12881  HQ
198.19.1.81 LA
198.19.1.80 LA
198.18.12880 = HOQ
19819.184 LA
198.18.12884  HQ
196.18.12888  HOQ
198.18.128.80  HQ
198.18.12881  HQ
198.19.1.81 A

In the report settings select WAN Devices, and All WAN Interfaces.

‘Should Wait

Dst Port
20100
20100
20100
20100
19420
19420
19420
20004
20004
20004

1612

Protocol
UDP
UpP
ubP
UDbP
ubpP
UDP
UpP
ubP
UDbP
ubpP

7 om0

View Options + Share

se StartTime: Jun 30,2022 16:03:00 EDT (GMT04:00)

Print

View Schedule Create Report
Schedule Copy Close
s

End Thme: Jun 30, 2022 16:18:00 EOT (GMT-04:00)

1613

DSCP ¢
34 (AFa1)
34 (AF41)
34 (AF41)
34 (AFa1)
46 (EF)
16 (EF)
46 (EF)
16 (EF)
46 (EF)
46 (EF)

1814 1815

Application & Total Flows ¢
p 15
rp 14
p 14
rp 1
rtp-audio 15
rtp-audio 15
rtp-audio 16
rtp-audio 15
rtp-audio 15
rtp-audio 14

© Copyright LiveAction 2022

1676

Q search.

Total Bytes ©
14.42 M8
1377 MB
1374 M8
1344 MB

594 MB
578 MB
5.56 MB
213MB
209 MB
203 MB

Total Packets &
17.864
17.087
16999
16,643
29723
28921
27.786
17,237
16919
16383

- 198191 81/198 18128 BIUDPL. =

1678

Average Bit Rate O
128.18Kbps
122,37 Kbps
122.09Kbps
119.49Kbps

52.84 Kbps
51.42 Kbps
49.40Kbps
18.96 Kbps
18.60 Kbps
18.01Kbps

- 198.18.128.81/198.19.1.81/UDP/
Total

Average Packet Rate O
19.85 pps
18.93 pps
18.89 pps
18.49 pps
33.03 pps
3213 pps
30.88 pps
19.15pps
18.80 pps
18.20 pps

21
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Notice the ports for Lync and rtp are in the same range of 16384-32767.

Note: In a real network, we would want to work with the various system owners and assign
unique port ranges if possible. But in this example, we can use LiveNX’s Filter and Search to
help identify both types of traffic.

Re-run this report but update the Search to: “wan & (flow.app=rtp | flow.app=sip)”.

IPs and Ports, Last Fifteen Minutes

IPs and Ports (Flow)

Device: AllWAN Devices  Intertace: All WAN interfaces f| Dis;
End Time: Jun 30,2022 161800 EDT (GMT-0400) Bl

Bit Rata (Kbps)

1604 1605 1606 1607

Legend &  SrcUserName ©  DstUserName & SicIP Addr &
198.19.1.81
198.18.126.81
198.18.126.80
198.19.1.80
198.19.2.82
198.19.1.80
198.19.1.81

198.19.2.82

Figure 26

1608

Sre Site &

tor: voice |f Direction: Outbound  Fiow Type: Basic Flow

1609

Sre Port &
20100
20100
20100
20100
5060
3970
3970
3970

1810

Dst P Addr &
198.18.128.81
198.19.1.81

198.19.1.80

198.18.128.80
198.18.128.82
198.18.128.80
198.18.128.81
198.18.128.82

Execution Type: Time Serles

161

Dst Site &
HQ
LA
LA
HQ
HQ
Ha
Ha
HQ

1812

Dst Port &
20100
20100
20100
20100
3970
5060
5060
5060

Protocol &

UDP

1613

DSCP &
34 (AF41)
34 (AF41)
34 (AF41)
34 (AF41)
0(BE)
0(BE)
0(8E)
0(85)

1604

Application &

7 mo 0

View Options ~

1615

Total Flows &

w.app=sip) || Bin Duration: ALto  Should Walt For Drs Resolution: false

1876
Q

Total Bytes &
14.42 MB
1377 M8
1374 MB
13.44 M8
340.07 KB
27465 KB
256.52 KB
231.64 KB

Notice LiveNX provides the ability to focus on just the traffic of interest!

Share.

210

1617

Total Packets &
17,864

17,037

16,999

16,643

2,031

3164

2950

2,665

Print

View Schedule

Schedule

- 198.15.1.81/198.18.1 28.81/UDFY.
- 198.16.128.81/198.19.1.81/UDP/.
198.18.128.80/198.19.1.80/UDF/.

- 198.19.1,80/198.18.128.80/UDP/.
- 198.19.282/198.18.1 Z8.82/TCF/.
198.19.1.80/198.18.128.80/TCP/.

Create Report

Copy Close

‘StartTime: Jun 30, 2022 16:03.00 EDT (GMT-04.00)

- 198,151 81/198.18.1 78.81/TCP.

250 - 198.19.282/198.18.128:82/TCP.
Total
0

1878

Average Bit Rate &
128,18 Kbps
122.37 Kbps
122.09 Kbps
119.49 Kbps

3.02 Kbps
244 Kbps
228 Kbps
206 Kbps

Average Packet Rate &
19.85pps

1893 pps

18.89 pps

18.49 pps

226 pps

3.52pps

3.28pps

296pps

Note: In a real-world scenario we would repeat these steps for each of the business-critical
applications to ensure LiveNX has Filters to accurately identify the traffic.

Lab 1.3: Validating Filters
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Lab 2

Lab 2: Classification & Marking
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Lab 2.1: QoS Class Models

This Lab uses the Engineering Console.

Now that we have used LiveNX’s Filter and Search capabilities to accurately identify and
understand the business-critical traffic, we need to assign DSCP markings (QoS tags) on the
traffic. In this lab, we are going to use the following 5 class QoS model:

- Voice EF (46) rtp
SIP, SNMP, NetFlow,
AF31 SSH, Telnet, Citrix,
Salesforce
- Scavenger CS1 (8) Unknown yet
- BestEffort BE (0) n/a

Figure 27

We need to now update the legends in LiveNX to understand these selected DSCP values of
interest.

Lab Steps:
e From the LiveNX Client, select the Flow Tab

Qo3 Flow | Routing | IPSLA | LAN |
Q Q |Ta|:u|e | 4% Refresh |

Search Example: {site = Honolulu | site = Chicago) & wan &

Figure 28

From the options at the top of the map, select the L) icon:

”P.II Flowy Twpes Vl ICurrent Time Vl ICurrent Polling Inkerval V” El\foice V”ITDp 50

Figure 29
Set the Attribute to DSCP
Update the values to match those selected for the lab’s 5 class QoS model.

Lab 2.1: QoS Class Models © Copyright LiveAction 2022 24
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Select an attribute to remap the Flaw colors, Click the calar swatch o modify the color Far
each value,

Attribute IDSCP hd I

Select a DSCP walue From the drop-down lisks below

DSCP |0 (BE) =]
W DS |18 (AF21) =]
DECP |26 (aF31) =
DsCP |34 (AF41) =l
mosee [ - |
W DscP 24 tca3) =
B DS [3zicsd) [
B DS [+6 (056 I
DSCP J46 (EF) =

{Remaining)
oK | Cancel |

Figure 30

Lab 2.1: QoS Class Models © Copyright LiveAction 2022
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Lab 2.2: Validate DSCP Markings

This Lab uses the WebUI and the Engineering Console.

Now that we have selected our QoS model, we should validate if any DSCP values are already
being used.

¢ From the LiveAction map, select the Flow Tab

Qo3 Flow | Routing | IPSLA | LAN |
ol % A0+ | & & |1able | € Refresh

Search Example: {site = Honolulu | site = Chicago) & wan &

Figure 31
From the options at the top of the map, select the following options

Al Flow Types Vl ICurrent Time Vl ICurrent Polling Inkerval Vl E I'\-'c-ice Vl ITop 50

You should be presented with a Flow visualization like the following diagram

-
L] L] LiveNX - pods.
Dashboard Manage » Flow

e 6/0 - [& @ Table| O Refresh| AlFlowTypes @ CumentTime €  Current Polling Interval (B | G Voice a | Topso B]@ osce 8|
Name Search x
[ Home ]

[T

@ Ha-81
@ Gigabitethernet2
 GigabitEthernet3
S VAN

@ Ha-82
® GigabiEthernet2
© GigabitEthernet3

VUANS

% Gigabitethernet
® GigabitEthernetd s oow

4 VLANS

NY
@ Branch2-NY Y S 2 Brancht A

% GigabitEthernet2 prociica

@ GigabitEthernet3 vasr @ wns = o

®Comemenes || g =
e o =

Color Mapping By DSCP

0@
*1MB/ 12 flows
=18 (AF21)
26 (AF31) L Hos2
£ N B (- =
“35 MB / 12 flows
s (Csy
W24 (CS3) weat
32 (C54) .
48 (C56) twar ALLEE . U
46 €F) = @ Y Servr 2302
*16 M8 / 8 flows = 2orae
Remaining

i\ Flow Polling Disabled Icon

O ACL Applied
3, Not configured
AN

LCPU© Memory © Flow Buffer © Alerts © Advisories © Nodes © Refreshed at 6/30/22, 3:25:11 PM: 32 flows (merged) displayed. Showing flow data from 4 of 4 devices. admin: Admin user | 05:09:56 PM EDT,

Figure 32
Confirm in the legend what DSCP values are seen.

Lab 2.2: Validate DSCP Markings © Copyright LiveAction 2022 26
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Color Mapping By DSCP

0 (BE}
*14 ME | 31 Flows
W 15 iaFz1)
26 (AF31Y
34 (AF41)
*26 ME | 4 Flaws
W E(C51)
W 24 (CS3)
W 52 (o5
W 45 (56
46 (EF)
*17 ME | 16 Flows
Rermaining

Figure 33

Since we have the Voice Filter in place, we would hope to only see EF and/or AF31 per the 5
Class QoS model that was chosen for this network. Because there are more values seen, we
will further narrow the scope of the filter.

Update the Search to “flow.direction=Egress”

Qo3 Flow | Routing | IP SLA | LaN |

Search Flow.direction=Eqgress

Figure 34

You will see the DSCP markings that are exiting each router. It looks like LA has only BE traffic.
Let’s look further into exactly what protocols are using each DSCP.

.
eoe Livenx -
Dashboard Manage ‘ Flow
e &/0 - & & Table| O Refresh| AllFlowTypes @ CurentTime @  Current Polling inteval ) |G Voice 8 Topso ® @ osce 8
Name Search flow.direction=Egress <1 ?
[
@ Ha-81
 GigabitEthernet2
% GigabitEthernet3
3 VLANs
@ Ha-82
 GigabitEthernet2
@ GigabitEthernet3
4 VLANS
Buw
@ Branchl-LA
© GigabEtherner2
@ GigabitEthernet3
% GigabitEthernets -
4 VLANS
51 <
@ Branch2-NY o
 GigabitEthernet2
% GigabitEthernet3 o
% GigabREthernets g e
=y | =N R 3
"
Color Mapping By DSCP
060
11 MB / 18 flows
18 AF2)
26 AF31) a2
34 (AF41) -
“8 M8 / 6 flows
s sy
24 (CS3) ot
.-2Cs9 | N& =/ | Bramcha Y -
48 (C56) ot & U
46 (EF) o e v Sarvw i
*3MB/ S flows a1
emaining
o
A\ Flow Polling Disabled Icon
O ACL Applied
3, Not configured
N
LCPU© Memory © Flow Buffer © Alerts © Advisories © Nodes © Refreshed at 6/30/22, 5:15:56 PM: 29 flows (merged) displayed. Showing flow data from 3 of 4 devices. admin: Admin user | 05:16:15 PM EDT,
Figure 35
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Note: In the following labs the traffic shown in these images may not reflect what you see in

your lab. The intent of these labs is to demonstrate the settings and process for using filters,

not necessarily the specific traffic found.

We’ll use LiveNX Engineering Client reports to investigate further.

¢ Run the Reports > Flow > QoS > DSCP report

Q- Type here to filter repor

Select the Voice filter, but leave all parameters at their default settings
Implement a Search of “wan”

Execute Report

pscp.

Application Group
Application
Application Flow Dura
Top Wan Applications
Site Traffic Applicatio
Site to Site Applicatio
Site to Site Performa
DSCP vs Application
Business Relevance
Traffic Class
HTTP Host
SSL Common Name
HTTP Status Code
HTTP Media Type
HTTP Referer
Web Analytics Applict
Web Analytics URL ar
Qos
User Filter DSCP Audi
Application DSCP Auc
Site to Site User Filte
Site to Site Applicatio
Network
Voice/Video Performanct
Application Performance
Firewall

Report Actions
Save
Save As

Create

Schedule
PDF
Export to CSV

Help

Figure 36

Notice that this report is looking at All Devices and All Interfaces in the outbound direction, but

DSCP

07/01/22,05:13:12 PM to 07/01/22, 05:28:12 PM  Data bin: 1 minute

15m lh 6h 1d 1w

Execute Report
Number of flows: 449 @ utilize Long Term Cache

(2 Wl Basic Flow [2) Bit Rate [2)

CEIMEaI All Devices BB .. M Annterfaces [©)

Filter RIS

B K outbound 2

Search wan

800 Kbps {-----
700 Kbps {-
600 Kbps [~

g 500 Kbps

- 400 Kbps

o
300 Kbps

200 Kbps

100 Kbps

0 by
P e, osas m Jul 01, 05:17 PM Jul 01, 05:19 P Jul 0L, 05:21 PM Jul 01, 05223 PM Jul 01, 05:25 PM Jul 01, 05:27 P
Date

Show Total Bit Rate
Number of datasets: 3 Q

DscP Total Flows Total Bytes Total Packets Average Bit Rate Average Packet Rate Peak Bit Rate Peak Packet Rate
0 D) 312 41 MB 112,723 360.98 Kbps 125.25 pps 392.48 Kbps 133 pps.
34 (AF41) 28 28 MB 34,078 244.80 Kbps 37.86 pps 285.30 Kbps 42 pps.
B2 46 (P 109 16 MB 91,422 143.67 Kbps 101.58 pps 190.58 Kbps 133 pps.

specifically “WAN?” interfaces. This report is good to show the overall bandwidth of Voice traffic
in the network and the percent of Voice bandwidth that is / is not marked as desired.

¢ Run the Reports > Flow > QoS > User Filter > DSCP Audit report.

Lab 2.2: Validate DSCP Markings

Select the Voice filter, but leave all other parameters at their default settings
Implement a Search of “wan”

Execute Report

© Copyright LiveAction 2022
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Q.- Type here to filter repol “User Filter DSCP Audit
Reports

Address - -

Applcatians User Filter DSCP Audit 15m 1h 6h 1d

QoS
User Filter DSCP Audit 07/01/22, 05:10:44 PM to 07/01/22, 05:25:44 PM Data bin: L minute
Application DSCP Audit
Site to Site User Filter D) Source — Number of flows: 446 @ utiize Long Term Cache

Site to Site Application [

Network

Voice/Video Performance (|
Application Performance (A
Firewall

WAN 800 Kbps [~
PR
Wireless 700 Kbps -
AnyConnect 600 Kbps |-
LiveAgent 8 500 Ko |-
Miscellaneous ps
Network Users & 400 Kbps |-
Analysis o
Analytics 300 Kbps |-~
VMware SD-WAN (VeloClou 200 Kbps |-
Prisma SD-WAN (CloudGen
‘Custom Reports 100 Kbps
0 bps
Jul 01, 05:12 PM Jul 01, 05:14 PM Jul 01, 05:16 PM Jul 01, 05:18 PM Jul 01, 05:20 PM 1ul 01, 05:22 PM Jul 01, 05:24 PM
Date
Report Actions Show Total Bit Rate
save Number of datasets: 7 Q
Save As Site Filter Match Name pscP Total Flows Total Bytes Total Packets Average Bit Rate Average Packet Rate Peak Bit Rate Peak Packet Rate
Create v RTP 0 (8E) 170 39 MB 96,862 343.19 Kbps. 107.62 pps  377.06 Kbps 114 pps
HQ RTP 34 (AF41) 28 28 MB 34,116 245.02 Kbps 37.91 pps 285.30 Kbps. 42 pps
EAHQ  RTP 46 (EF) 89 10 MB 61,197 91.59 Kbps. 68.00 pps  102.10 Kbps 75 pps
NY  RTP 46 (EF) 17 6 MB 29,454 52.36 Kbps. 32.73 pps 92.18 Kbps 57 pps
v sip 0 (8E) 58 1MB 10,189 10.78 Kbps 11.32 pps 11.24 Kbps 11 pps
Schedule v [ 0 (8E) 32 603 KB 5,058 5.36 Kbps 5.62 pps 7.14 Kbps 8 pps
Edva  RTP 0 (85) 52 516 KB 1,403 4.58 Kbps 1.56 pps 5.90 Kbps 2 pps

PDF

Export to CSV

Help

Figure 37

Notice that this report is looking at All Devices and All Interfaces in the outbound direction, but
specifically “WAN” interfaces. It is showing the Source Site, the Filter match, and the DSCP
value of the match.

Make note of the DSCP values, especially where you see 0 (BE). We will need to implement/fix
the QoS at these sites.

Remember how the ports for Lync and rtp are in the range of 163840-32767. This means that
they will both show as RTP here. We would hope to see both 46(EF) and 34 (AF41) for RTP. It
is good we already see some of this, but we need to make this better.

¢ Run the Reports > Flow > QoS > Application DSCP Audit report.
e Select the Voice filter, but leave all parameters at their default settings
¢ Implement a Search of “wan”

e Execute Report
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Q- Type here to filter repol _Application DSCP Audit

Reports

Address

Applications
Protocol
Protocol Port
Application Group
Application
Application Flow Dura

Top Wan Applications Filter SREICS

Application DSCP Audit

07/01/22,05:22:19 PM to 07/01/22, 05:37:19 PM  Data bin: 1 minute

LU All Devices BN .. W Ainerfaces [2)

15m 1lh 6h 1d 1w 30

Execute Report

Number of flows: 444 @ utilize Long Term

Site Traffic Applicatio

Site to Site Applicatio Search wan

Graph RSN 8 Bit Rate [©)

he

Site to Site Performa

DSCP vs Application

Business Relevance 800 Kbps [
Traffic Class
HTTP Host 700 Kbps |-
SSL Common Name
HTTP Status Code
HTTP Media Type
HTTP Referer
Web Analytics Applic:
Web Analytics URL ar
Qos
User Filter DSCP Audi

600 Kbps |-
£ 500 Kbps |-
& 400 Kbps
o

300 Kbps

200 Kbps

Application DSCP Au
Site to Site User Filte
Site to Site Applicatio

100 Kbps

0 bps

Jul 01, 05:24 PM

Jul 01, 05:26 PM Jul 01, 05:28 PM Jul 01, 05:30 PM

Date

Jul 01, 05:32 PM Jul 01, 05:34 PM Jul 01, 05:36 PM

Figure 38

Report Actions Show Total Bit Rate

seve Number of datasets: 14 Q

Save As site | Application DSCP | Total Flows  |Total Bytes  |Total Packets  |Average Bit Rate  |Average Packet Rate | Peak Bit Rate Peak Packet Rate

Create A 0 (BE) 9 28 MB 34,424 247.62 Kbps 38.25pps  271.26 Kbps 41 pps
HQ  np 34 (AF.. 28 28 MB 34,171 245.41 Kbps 37.97 pps  285.30 Kbps 42 pps
FALA  rp-audio 0 (BE) 43 10 MB 60,938 86.59 Kbps. 67.71 pps 92.34 Kbps 73 pps
HQ  rp-audio 46 (EF) 42 10 MB 60,589 85.53 Kbps 67.32 pps 95.39 Kbps 76 pps
EANY  rp-audio 46 (EF) 16 6 MB 27,802 49.43 Kbps 30.89 pps 92.72 Kbps 57 pps

Schedule EdLA  statistical-p2p 0 (8E) 72 873 KB 1,347 7.76 Kbps. 1.50 pps 12.19 Kbps 2 pps
EdHa openwebnet 46 (EF) 46 729 KB 980 6.48 Kbps 1.09 pps 8.94 Kbps 1 pps

POF LA lanrevagent 0 (BE) 30 708 KB 4,225 6.29 Kbps. 4.69 pps 6.38 Kbps 4 pps.

Expart o v NY  sip 0 (8E) 31 588 KB 4,882 5.23 Kbps. 5.42 pps. 7.90 Kbps 8 pps
LA sip 0 (BE) 30 549 KB 6,317 4.88 Kbps 7.02 pps 4.92 Kbps 7 pps

Help HQ statistical-p2p 0 (BE) 37 265 KB 724 2.36 Kbps. 0.80 pps - -

HQ unknown 0 (BE) 14 263 KB 714 2.34 Kbps. 0.79 pps. - -

Notice that this report is looking at All Devices and All Interfaces in the outbound direction,
but specifically “WAN” interfaces. It is showing the Source Site, the application name as
learned from NBAR, and the DSCP value of the match.

Make note of the DSCP values, especially where you see 0 (BE). We will need to implement/fix

the QoS at these sites.

Also note where Video (openwebnet) is showing as 46(EF).

Note: After validating the DSCP values using the Voice Filter, you would want to create more

filters for the other priority applications of the network and repeat these steps.

Lab 2.2: Validate DSCP Markings
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Lab 2.3: Rogue DSCP Markings

We will also want to ensure that any non-priority traffic is not accidently or maliciously given a
high priority DSCP value.

Lab Steps:

¢ Run the Reports > Flow > Analysis > IPs and Application report.

e Select No Display Filter, but leave all parameters at their default settings
¢ Implement a Search of “wan & flow.dscp=EF”
e Execute Report

B 3
e Flow Reports

Type here to filter repoi 1Ps and Application

Source Network
Destination Network - -
Bidrectional AS Pair IPs and Application
Source or Destinatior
AS Pair

15m 1lh 6h 1d 1w 30d Custom

07/01/22, 05:25:23 PM to 07/01/22, 05:40:23 PM  Data bin: 1 minute

Source AS

Destination AS @ wait for Dns resolution

sl . - N of s 41
Exporter Site Bandwi-
Voice/Video Performance [AllClg Voice Craph
Firewall Search wan
WAN
PR
‘Wireless 800 Kbps — p— - —— - S
AnyConnect V)N L T T e =
Liveagent 700 Kbps f--+-------;
Miscellaneous
Network Users 600 Kbps |-
Analysis £ 500 Kops |
Top Analysis
1Ps and Ports i 400 Kops
All Unique: Flows 300 Kbps
liPs and Application
Analytics 200 Kops

VMware SD-WAN (VeloCl 100 Kbps
Prisma SD-WAN (CloudG
0 bps

Jul 01, 05:27 PM Jul 01, 05:28 PM Jul 01, 05:31 PM

Jul 01, 05:33 PM

Jul 01, 05:35 PM Jul 01, 0537 PM Jul 01, 05:39 PM
Date

Report Actions

Save Show Total Bit Rate
Save As Number of datasets: 25
Create Src 1P Addr Src Site Dst IP Addr Dst Site DSCP  Application Total Flo... Total By... Total Pack... Average Bit R... Average Packet... Peak BitR... |Peak Packet R...
E21198.19.1.81 LA  198.18.128..HQ OB np 15 15MB 17,074 129.39 Kbps 19.97 pps 147.25 Kb... 21 pps
198.18.128....HQ 198.19.1.80 LA 34(..rp 14 14 MB 17,126 123.13 Kbps 19.03 pps 148.57 Kb... 22 pps
EA198.18.128...HQ  198.19.1.81 LA  34(.rp 14 14MB 17,129 123.07 Kbps 19.03 pps 150.19 Kb... 22 pps
198.19.1.80 LA 198.18.128.... HQ 0 (BE) rtp 14 13 MB 16,529 118.75 Kbps 18.37 pps 142.86 Kb... 21 pps
Schedule EA198.19.1.84 LA 198.18.128...HQ 0 (BE) rtp-audio 15 6MB 28,847  51.28 Kbps 32.05 pps 51.52 Kbps 32 pps
POF EA108.18.128..HQ  198.19.1.84 LA 46 (.. np-audio 14 6MB  27.862  49.53 Kbps 30.96 pps 54.18 Kbps 33 pps
EA198.19.2.88 NY  198.18.128..HQ 46 (... rtp-audio 16 6MB 27,835  49.48 Kbps 30.93 pps 92.72 Kbps 57 pps
Export to CSV 198.18.128.... HQ 198.19.1.81 LA 46 (... rtp-audio 14 2 MB 16,424 18.06 Kbps 18.25 pps 22.90 Kbps 23 pps
velp 198.18.128...HQ  198.19.1.80 LA 46 (.. rtp-audio 14 2MB 16,405  18.05 Kbps 18.23 pps 21.90 Kbps 22 pps
198.19.1.81 LA 198.18.128.... HQ 0 (BE) rtp-audio 14 2 MB 16,013 17.61 Kbps 17.79 pps 21.74 Kbps 21 pps
198.19.1.80 LA 198.18.128....HQ 0 (BE) rtp-audio 14 2 MB 15,739 17.31 Kbps 17.49 pps - -
198.19.2.82 NY 198.18.128.... HQ 0 (BE) sip 30 572KB 4,699 5.09 Kbps 5.22 pps - -

Figure 39
Notice the applications listed in this report.

We would hope to only see Voice (rtp) listed in this example. Anything else needs to be fixed via
an update to the networks QoS policies.

We would want to re-run this same type of report but update the Search with the DSCP values
of the other priority applications in the network.
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Lab 2.4: Configure Classification & Marking Policies

Now that we understand the traffic of the network and the DSCP values that should be marked
on each type of traffic, we can use LiveNX to implement the correct QoS policies to the traffic on

the routers.

LiveNX Foundations Workbook 2

We will create a template QoS policy and apply this to the LAN interface of each of the routers
to classify and mark the priority traffic properly.

Lab Steps:

Dashboard | Manage

Figure 40

From the LiveAction map, select the QoS Tab

Right-click on the HQ-B2 router, select QoS > Manage QoS Settings

-
LK J
Dashboard Manage
Name

HQ

NY

LCPU© Memory © Flow Buffer © Alerts © Advisories © Nodes ©

Figure 41

LiveNX - iveaction.pods.criteri m
Qos.
[Bes/ - aal au
g Branchi-LA
wa-81 .
s . F
& ——
MNa ; Gt
,% =
a Ha-82
Device: HQ-B2 [
o DTS - Enabie QoS Polling
nch2 Y j
toar Edit Device Settings Create Policy from Template |
3 Qos Policy Applied Add or Remove Interfaces Revert QoS Configuration by user 'admin’ e o f sl
@ Normal Refresh Device A s )| e
@ Drops (See Alerts) Remove Device -
@ Warning Zoom to Device | Manage QoS Settings ~
Down ranage NBA -
@ Al Polling Disabled Device Tools >
A\ QoS Polling Disabled Icon Apply Policy to Interface...
Statistics > ‘ it
O ACL Applied
3, Not configured View »  Copy Policy to Devices...
VLAN
Group > Reports
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[ ] [ ] Manage QoS Settings - HQ-B2.dcloud.cisco.com (198.18.129.26)

Policies  Classes  Interfaces

Policies Mapped Classes
Bk (w8 & =
T LIVEACTION-POLICY-UNIFIED Class Name Classify Marking Queueing Policing Shaping Compression WRED DBL Unknown

Mapped Class Detail
Drop all traffic for class

Marking  Queueing  Policing Shaping Compression WRED DBL  Unsupported

Match en: Any Reference

Class is defined by the
criteria show at left.

Match-any: packet must
meet at least one of the
criteria to be a member of
the class.

Match-all: packet must
meet all criteria to be a
member of the class.

Edit

Help Save to Device Preview CLI Close

Figure 42

Select the Add Policy EI icon.

In the Add Policy dialog, enter the name “SET_DSCP_LAN”
| NON Add Policy

Policy name: SET_DSCP_LAN|

Cancel 0K

Figure 43

You can now see the new policy with its class-default appearing in the Policies list.
Policies Mapped Classes

d el a @& s
Classes  Interfaces
Bh R ER B 5o 0 =

1 ACTION-POLICY-LINIFIED Class Name Classify Marking Queueing Policin
EMNSET_DSCP_LAN
class-default

Figure 44

class-default

Right-Click on the SET_DSCP_LAN policy and select Add Class to Policy

Lab 2.4: Configure Classification & Marking Policies© Copyright LiveAction 2022
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2lle & & & b S

P
Policies Mapped Classes
HEEINLNEEE B R/B B
& LIVEACTION-POLICY-UNIFIED Class Name Classify
i__! SET DSCP LAN class-default L J

class-del &1 Copy Policy...
i3t Delete Policy...

By Add Class to Policy N etail

21 Apply Policy to Interface Add Class to Palicy | ©
€] Remove Policy from Interface... Mar

Figure 45
Select the Create new class option and name the new class SET_DSCP_VOICE
] [ ] Add Class to Policy

Select one of the following options:

Use existing class: LIVEACTION -CLASS-AVC

© Create new class: SET_DSCP_VOICE

Mote: This option will create an empty class. You will need to
select the "Class tab" to add classification parameters.

Cancel oK

Figure 46
You will see the new class SET_DSCP_VOICE appear under the SET_DSCP_LAN policy

Manage QoS Settings - HQ-B2.dcloud.cisco.com (198.18.129.26)

gaRER([Ew
Policies  Classes  Interfaces
Palicies Mapped Classes

Za B EN B B RB (=
& LIVEACTION-POLICY-UNIFIED bazge i
. SET_DSCP_VOICE °

Marking Queueing Policing Shaping Compression W

i D5C AlY
JERs:T_osce_voice [

Mapped Class Detail
Drop all traffic for class
Classify ~ Marking  Queueing Policing Shaping Compression  WRED

Match on: Any

Edit

Help Save to Device Preview CLI Cancel

Figure 47

On the Classify Tab, select the Edit button

Lab 2.4: Configure Classification & Marking Policies© Copyright LiveAction 2022
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[ ] @ Manage QoS Settings - HQ-B2.dcloud.cisco.com (198.18.129.26)
dadlaelaes
Policies  Classes  Interfaces
Classes Create and Edit Match Statements
EAERIET Match type: | COS B Machany @
M LIVEACTION-CLASS-A"
M LIVEACTION-CLASS-M Value: g Match/Match not  Match Type Value
SET_DSCP_VOICE L
2
3
a
5
6
7
(Select up to 4 values)
Match/match not:  Match (2]
Add Match Statement Replace Match Statement
Help Save to Device Preview CLI Cancel
Figure 48
Select the Match Type dropdown and select Protocol — using NBAR
] [ ] Manage QoS Settings - HQ-B2.dcloud.cisco.com (198.18.129.26)
adlalaiies
Policies  Classes  Interfaces
Classes Create and Edit Match Statements
el Match type: | Protocol - using NBAR el Match any [
M LIVEACTION-CLASS-A"
B LIVEACTION-CLASS-M Value: 3com-amp3 Match/Match not  Martch Type Value
SET_DSCP_VOICE 3com-tsmux
3pc
4chan
58-city
91l4c/g
9pfs
abc-news
Match/match not:  Match e
Add Match Statement Replace Match Statement
Help Save to Device Preview CLI Cancel

Figure 49

Select the value of rtp and click Add Match Statement. The protocol rtp will appear in the
window at the far right of the window.
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[ ] [ ] Manage QoS Settings - HQ-B2.dcloud.cisco.com (198.18.128.26)
a4 alasles
Policies  Classes  Interfaces
Classes Create and Edit Match Statements
EALENIE Match type:  Protocol - using NBAR (2] Match any iR
M LIVEACTION-CLASS-A"

M LIVEACTION-CLASS-M
SET_DSCP_VOICE

Value: rtmpe

Match/Match not  Match Type Value

Match/match not:  Match

I Add Match Statement Replace Match Statement

Help

Figure 50

Save to Device Preview CLI Cancel

Select the Policies tab at the top left of the screen. Notice the NBAR protocol match on the
classify tab

Manage QoS Settings - HQ-B2.dcloud.cisco.com (198.18.129.26)

Policies  Classes  Interfaces
Policies

Mapped Classes
EaBEk w5 O (=

6 LIVEACTION-POLICY-UNIFIED ass hlame lassify Marking Queueing Policing Shaping Compression WRED DBL Unknown
B DSCP 1 AN ISET_DSCP_VOICE| .
BT _osce_voice Il SRR
d -gdefrau
Mapped Class Detail
Drop all traffic for class
Classify ~ Marking  Queueing  Policing  Shaping  Compression WRED DBL  Unsupported

Match on: An

Reference
Match : Protocol - using NBAR : rtp Erlﬁ;:i;j\e:x?: |:¥tthe

Match-any: packet must
meet at least one of the
criteria to be a member of
the class.

Match-all: packet must
meet all criteria to be a
member of the class.

Edit

Help

Figure 51

Save to Device Preview CLI Cancel

e Select the Marking tab.

Select the Mark With check box and select the DSCP value of 46 (EF)
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[ NoN ] Manage QoS Settings - HQ-B2.dcloud.cisco.com (198.18.129.26)

delad@a &%

Policies  Classes  Interfaces

Palicies Mapped Classes
EaBER WG BB (=
!} LIVEACTION-POLICY-UNIFIED Class Name Classify Marking Queueing Policing Shaping Compression WRED DBL Unknown
7] SET_DSCP_LAN SET_DSCP_VOICE — pscp.EF | [ | | | | [ |
[Elsc7_psce_voice class-default
D class-default
Mapped Class Detail
Drop all traffic for cla
Classify @ Queueing  Policing  Shaping  Compression WRED DBL  Unsupported
e Reference
Markwiths Differentiate packets
~ belonging to this class
I DsCP .l based on marking.
Tunnel Mark On
P DSCP: marks a packet by
setting the differentiated
ATM Cell Loss Priority services code paint
(DSCP) value in the type of
Frame Relay Discard Eligible service (TOS) byte.
Precedence: sets the
precedence value in the
packet header.
Help Save to Device Preview CLI Cancel

Figure 52

Repeat these same steps for adding more classes to the SET_DSCP_LAN policy for the other
traffic types. Please use the following table for reference:

SET_DSCP_VOICE """l EF (46) rtp

AF41

(34) MS-Lync
_ AF31 SIP, SNMP, NetFlow, SSH, Telnet, Citrix,

(26) Salesforce
'SET_DSCP_SCAVENGER  CS1(8) Leave blank for now
‘Best Effort | BE(0) nfa

Figure 53
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When finished, the SET_DSCP_LAN policy should look like this:

[ ] [ ] Manage QoS Settings - HQ-B2.dcloud.cisco.com (198.18.129.26)
e & &S

Policies  Classes  Interfaces

Paolicies Mapped Classes

-l BE SRR JHE EYE Codl Al 3
%LIVEACHDN—PDI.ICY—UNIFIED hlamoa Rorking Quwaueing Policing Shaping Compression WRED DBEL Unknown
] NSCP 1 AR SET_DSCP_VOICE DSCP: EF

SET_DSCP_VIDEQ DSCP: AF41
DSCP_HI_PRIO... J DSCP: AF31
SET_DSCP_SCA... DSCP: €51
BEST_EFFORT DSCP: BE
class-default

SET_DSCP_VOICE
SET_DSCP_VIDEQ
DSCP_HI_PRIORITY_DATA

SET_DSCP_SCAVENGER

BEST_EFFORT
= Mapped Class Detail

Drop all traffic for class

Classify ~ Marking  Queueing  Policing  Shaping Compression WRED  DBL  Unsupported

P Reference
Maraw Differentiate packets
. - belonging to this class
bscp 0 (BE) based on marking.
Tunnel Mark On
IP DSCP: marks a packet by
setting the differentiated
ATM Cell Loss Priority services code paint
(DSCP) value in the type of
Frame Relay Discard Eligible service (TOS) byte.

Precedence: sets the
precedence value in the
packet header.

Help Save to Device Preview CLI Cancel

Figure 54

Select Save to Device.

Select SET_DSCP_LAN policy and select Copy Policies to Devices = icon. This will allow
you to push the policy you just created to the other routers in the network.
o ell&@ & E S

Policies

ET@ LIVEACTIOM-POLICY-UNIFIED

4|
SET_DSCP_VOICE
SET_DSCP_VIDEQ
DSCP_HI_PRIORITY_DATA
SET_DSCP_SCAVEMGER
BEST_EFFORT
class-default

Figure 55

The Copy Policy to Devices dialog window appears.
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Select the policy SET_DSCP_LAN, check HQ-B2 and the two branch routers, and select OK.

[ ] Copy Policy to Devices

elect a policy:
SET_DSCP_LAN

Select the devices to which you want
to save this policv:

1-LA.dcloud.cisco.com (198.19.1.1)
Branch2-NY.dcloud.cisco.com (198.19.2.1)

HQ-B1.dcloud.cisco.com (198.18.129.24)

Cancel OK
Figure 56
The SET_DSCP_LAN policy will be copied to the other routers.
Validate the changes saved successfully.

[ ] Copy Policy to Devices

Saving to devices...

Branchl-LA.dcloud.cisco.com (198.19.1.1) « Succeeded
Branch2-NY.dcloud.cisco.com (198.19.2.1) « Succeeded
HQ-Bl.dcloud.cisco.com (198.18.129.24) « Succeeded

Export CSV Cance Close
Figure 57
Close the Copy Policy to Devices dialog window
Close the Manage QoS dialog window.
You will be prompted to save these changes to the startup configuration, click Yes.
You can click Yes three times, or select the Do not show again option.
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Lab 2.5: Apply Marking Policies to Interface(s)

Lab Steps:
Dashboard | Manage

Name

M Ha
LA
] w

Figure 58
e Selectthe QoS Tab

Right-click on the LAN interface on one of the routers and select QoS > Apply Policy to
Interface.

Note: The LAN interface will be GigabitEthernet2 on each of the routers in this lab.

| ol
=
vil
(417 |
=
iz HQ B2 -
| » e ci3
| QoS (M v Enable QoS Polling
Edit Device Settings Create Policy from Template
Lo an  Add or Remove Interfaces Revert QoS Configuration by user 'admin'
Refresh Device Adjust Input QoS
Remove Device Adjust Output QoS E=
Zoom to Device Manage QoS Settings |
. Manage NBAR
Device Tools >
Apply Policy to Interface... I: |
Statistics » |-:|p :’ = .0’ = E—
View > Copy Policy to Devices...
Group Management » Reports
Figure 59

Select the SET_DSCP_LAN policy and tick to apply it in the input direction.
Click OK.
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[ ] @  Apply Policy to Interfaces

Select a policy:
SET_DSCP_LAN &l

Select the interfaces to which you want to apply
his policy:

- GigabitEthernet2

] & Input
- Output

% GigabitEthernet3
<+ Input
< Output

Cancel OK

Figure 60

Follow these same steps to apply the SET_DSCP_LAN policy to the other router’s LAN
interface.

Notice how when you do this for LA router, you will see a little box already around the input
side of its LAN interface.
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2 - — ¥
v |-
Gi3 Mébﬂ&d'ﬂ“@,
Branch1-Les R UAS indicator
198.19.1.1

Figure 61
Right-click on the LA router and select QoS > Manage QoS Settings.
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Notice how it has a policy on it called “WhylsThisHere”. Notice how the class-default of this
policy is marking traffic as O (BE). No wonder we were seeing Voice (rtp) leaving this site as

BE!

L NN ]
Jdalaallels

Policies
3L 3k 31 LTI
& UVEACTION-POLICY-UNIFIED

-
class-default

Help Save to Device
Figure 62
Select the Interface tab

ece
SIRTIR IR AR IRE -1

Interfaces

% GigabitEthernet2
L& Input : WhylsThisHere
. Output : <none>

% GigabitEthernet3
L& Input : <none>
. Output : <none>

% GigabitEthernet4
7L Input: <none>
. Output : <none>

Help Save to Device

Figure 63

Manage QoS Settings - Branch1-LA.dcloud.cisco.com (198.19.1.1)

Policies  Classes  Interfaces

Mapped Classes

B

Class Name Classify Marking Queueing Policing Shaping Compression WRED DBL Unknown
cass-default DSCP: BE

Mapped Class Detail
Drop all traffic for class

Marking  Queueing Policing  Shaping  Compression

Match on: Any

Preview CL Close

Manage QoS Settings - Branch1-LA.dcloud.cisco.com (198.19.1.1)

Policies  Classes  Interfaces
Interface name:
IP address:

IP address mask:

Interface description:

Pre-classify
Link Fragmentation:

Maximum delay ms

Preview CL Close

WRED DBL Unsupported

Reference

Class is defined by the
criteria show at left.

Match-any: packet must
meet at least one of the
criteria to be a member of
the class.

Match-all: packet must
meet all criteria to be a
member of the class.

Right-click on the WhylsThisHere policy that is highlighted on the input side of the
GigabitEthernet2 interface.
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2 el& & &S %

Policies
Interfaces
% GigabitEthernet2
E—<=- Input : WhylsThisH | terface
T Output : <none> @ Apply Policy to Interface
& GigabitEthernet3 4| Remove Policy from Interface b laddres

- I
& Input : <none>

B Output : <nonex> IP addres
% GigabitEthernetd

E—<=- Input : <none:>

., Output : <none> Branchl

Interface

Figure 64
Select Remove Policy from Interface

Right-click on the input side of the GigabitEthernet2 interface and select Apply Policy to
Interface.
Jell& & & ES

Policies
Interfaces
% GigabitEthernet2
i= Interface
ie Output :
& GigabitEther @ Remove Brlimsfemma latarfare IP addres

— Apply Policy to Interface |
14 Input @ <none>

5 Output : <none> IP addres
% GigabitEthernet4

14 Input : <none> Interface
. Output : <none> Branchl
Figure 65
Select the SET_DSCP_LAN policy and select OK.
[ ] Apply Policy to Interface

Select the policy to apply to the Input of interface GigabitEthernet2:
SET_DSCP_LAN (2]
Cancel OK

Figure 66

Select Save to Device and close the Manage QoS Settings dialog window. When prompted,
save from current running configuration to startup configuration.
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[ NoN ] ge QoS Setting: Ho-s1.dclaud.cisco.caml1aa.1s.129.24]
EIGIEICIE IR ’i
‘ ’ ge QoS Settings- HQ-B2.dcloud.cisco.com l'lsa.18.‘l 29.26)
RS IRE Y “7'
"’ Policies  Classes  Interfaces

Interfaces
% GigabitEthernet2
T4 Input : SET_DSCP_LAN

% GigabitEthernet3
3__('; Input : <none:
3, Output : <none>

% GigabitEthernet2

& Input : SET_DSCP_LAN Interface name:

& GinahitFtharnat

[P

e [ ] Manage QoS Setti - Branch1-LA.dcloud.cisco.com| 198.19.1.1)

SEaaaa (e s

‘ ‘ ' ‘ Policies = Classes  Interfaces

Interfaces
S GigabitEthernet2
T Input : SET_DSCP_LAN

Interface name:

% GigabitEthernet3

IP address:
[ ] [ ] Manage QoS Settiwnranchz—NY.dclnud.cisco.cnml1 98.19.2
€& &8& e % - =

‘ “ Policies  Classes  Interfaces

% GigabitEthernet2
{£ Input : SET_DSCP_LAN
T put . <none
% GigabitEthernet3
& Input : <none>
!_;) Output : <none:>

B I

Interface name:

IP address:
Help Save to Device Pre

Figure 67

IP address mask:

Ensure all routers have the SET_DSCP_LAN policy applied to their LAN interface.
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Lab 2.6: Validate DSCP Settings

We now need to validate the QoS policies we have implemented are working correctly.
e From the LiveAction mai), select the Flow Tab

== Flow
BT @ T

Name Search Example: (site = Honolulu

M Ho
LA
& ny

Dashboard Manage

Figure 68

Update the filters to the following parameters

All Flow Types (2] Current Time &  Current Polling Interval [ I@ Voice <] i Top 50 2] IE DSCP [Z] I
Figure 69

Notice how, when the Voice filter is in place, we now see only DSCP values 46 (EF), 34
(AF41), and 26(AF31).

r
ene
Dashboard Manage

LiveNX - ion. pod:

- Flow
@0 8/ 3 - & & Table O Refresh Al Flow Types B CurmentTime @ CurrentPollinginterval @ G Voice

8| Topso © & osce e
[Name Search fxa go) & vebex ting X
-
(5T
@ Ha-81
® GigabitEtherner2
% Gigabitethernet3
S VLN
® b 1981812880 “ -
® GigabiEthernew2 issisizess ) [1seisizen i oalins 2 Other =
@ GigabitEthernet ) @ it
5 VLANS p =~
7N ! ) Branchi-LA
@ Branchl-LA | ) x
% GigabitEtherner2 i v ¥
% CigabitEthernet3 = o 15815186
® GigabitEthernets E =
s - a
VLANS Other : ) “ e
NY -
@ Branch2-NY foca 5 —
® GigabitEthernet2 s -
@ GigabitEthernet3 Halt
% GigabiEthernets P
VLANS
x
7 =
Wi
=) = 5
Latop 198181280718
Color Mapping By DSCP [isaisnea )/ isaieiies -
0®0 = 1 y P
W18 (AF21) Z = .
26 (AF31) %o
*464 KB / 8 flows Lot
34 (AF41) a5 s Branchz-NY - [—]
6 M8 / 3 flows : =
w8 (Cs) @2 Hac2 o > T 19819282
24 C53) = 2 WY Server 2102
32 (C54) & - 1981920724
48 (CS6) -
46 (€9 o =
Remainin: 9 W
other
A\ Flow Polling Disabled Icon Loal o»..
O ACL Applied
3, Not configured
= VAN

(CPu & Memory © Flow Buffer © | NN INERIRNMIR Nodes © Refreshed at 7/5/22, 10:24:37 AM: 11 flows (merged) displayed. Showing flow data from 4 of 4 devices.

Figure 70

admin: Admin user | 10:51:27 AM EDT,
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Color Mapping By DSCP

0 (BE)
W 18 (AF21)
26 (AF31)
*464 KB [ 8 flows
34 (AF41)
*6 MB [ 3 flows
M 8 (C51)
W24 (CS3)
W32 (Cs4)
M 48 (CS6)
46 (EF)
Remaining

A\ Flow Polling Disabled Icon

[ ACL Applied
2, Not configured
= VLAN

Figure 71

Remember how the ports for Voice (rtp) and Video (Lync) are in the range of 163840-32767.
This means that they will both show as RTP here. Therefore, we are seeing 46(EF) and 34

(AF41) for RTP.
This is what we want to see — all high priority DSCP values and no 0 (BE).

Run the Reports > Flow > QOS > DSCP report
e Select the Voice filter, but leave all parameters at their default settings

¢ Implement a Search of “wan”

e Execute Report

E¥Flow Reports MmEE

Q- Type here to fiter reports.
Reports
Interface Bandwidth
Top Analysis
1Ps and Ports
Address

15m 1h &h

~protocol
Protocol Part
~#pplication Group
Application
DSCP vs Application
Business Relevance
Traffic Class
]

User Filter DSCP Audit
application DSCP Audit
T of Service

Hetw

[ Medianet

7 Applications (AVZ)

NSEL

PR

5 Wirsless
AnyConnect

5 Miscellansous

Custorn Reports

1 Mbps

Bit Rate

0ct22,03:25 AM

0Oct22,03:19 AM 0ct22,03:21 AM Oct 22, 03:23 AM
Date

0bps
0122, 03:13 AM 0ct22,03:15 AM Oct22,03:17 AM

[Z Show Total Bit Rate
Humber of datasets: 4 Q-
Report Actions
DsCP Total Flows | Total Bytes Total Packets | average Bit Rate Average Packet Rate Peak Bit Rate | Peak PacketRate |
Save 34 (AF41) 299/ 101 MB 203,266 895 Kbps 226 b 1.3 Mbps 346005
Save As CIGE) 130 2518 3,575 221 Kbps 77 pps 405.1 Kbps 148 pps
46 (EF) 83 2518 127,994 220 Kbps 142 pps 261.8 Kbps 196 pps
Create . 2 (aF31) 118 zve 20,585 22 bps 23pps 33.6 Kbps 35 pps
Edit
Delste
Schedule
POF
Export o CSV
Help

Notice how the DSCP value of 0 (BE) disappears from the graph around the same time as we
implemented our QoS Polices.

Note: For the sake of time in this lab, we are only going to focus on this one report. Remember
that in a real network, you would repeat these steps for all important applications. We would use
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the same visualization and reports as we have used previously to validate QoS polices
effectiveness for all priority traffic.

Now that we have used LiveNX to review, implement and validate our QoS Matching and
Marking polices, we can now move on to step 2 of the QoS project — Prioritization.
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Lab 3

Lab 3: QoS Prioritization & Queueing
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Lab 3.0: Intro to Prioritization

LiveAction

Step 2 — Prioritize [Queueing and Shaping)

*  Priority Queuing — LLO,
« CBWFQ - Guaranteed bandwidth

+ Shaping - Transmitdata to software set limit,
buffer and queue overage

In this lab we are going to use LiveNX for creating and validating Queuing and Shaping
policies in our network. There are two primary questions that need to be answered
before creating any configurations. These are:

¢ What is the bandwidth allocations needed for each queue?

o What, if any, CIRs are enforced by the service provider?
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Lab 3.1: Run the Reports

We will tackle the bandwidth question first. The best way to answer this question is to use
LiveNX’s reporting to understand the priority application’s capacity needs.

Since we have successfully created and validated Matching and Marking polices, we can now
just reference the respective DSCP value’s bandwidth usage to quantify our applications
requirements.

Lab Steps:
¢ Run the Reports > Flow > Network > Interface Bandwidth Summary report
o Leave all Filter parameters at their default settings.
e Implement a Search of “wan & flow.dscp=EF & flow.direction=Egress”

e Execute Report

B Flow Reports - u] X
Type here t flter reports. Interface Bandwidth Summary ~
Reports ~
- Address - N I
& Appications Interface Bandwidth Summary 15m 1h 6h 1d 1w 300 Custom
Qos
» rk 09/21/21, 06:45:45 AM to 09/21/21, 07:00:45 AM  Data bin: 1 minute Execute Report
interface Bandwidth S
Bandwidth Summary LTS All Devices ~ _ All Interfaces v Number of flows: 92 M utiize Long Term Cache
- Traffic Volume Pair
Outbound Bandwidth G D efaultFilterGroup M = [eIETN Basic Flow v | Time series - | BitRate
Bidirectional Network |
Source or D estination Search wan & flow.dscp=EF & flow.direction=Egress
Network Pair
Source Network
Destination Network Branchl-LA ddoud.cisco.com - GigabitEthernet3
Bidirectional AS Pair
Source or Destination 100 Kbps ([
" AS Pair GO KBS {remeemess oo emmems s o emenmems e enm e SR e g
Source AS
Destination AS @ 80Kbps e
Interface Bandwidth B 20D ffrrerres e e e
Exporter Site Bandwic = 60kbps |
Voice/Video Performance @
#-Application Performance ( 50 Kbps |-
- Firawall 40 Kbps |-
WAN 30 Kbps -
PR
Wireless Sap 21. 06:48 AM Sep 21. 06:48 AM Sep 21, 06:50 AM Sep 21, 06:52 AM Sep 21, 08:54 AM Sep 21. 06:56 AM Sep 21, 06:58 AM Sep21.07:00 AM
AnyConnect . Date
liveAnent
< >
Number of datasets: 1
Report Actions Site Device  Interface Name Service Provider Direction Total Flows Total Bytes Total Packets Average Bit Rate Average PacketRate Peak Bit Rate Pesk Packet Rats
Save [Zlta  Branchi-A GigabitEthernets  MPLS EGRESS o1 1018 60,236 90.02 Kbps 66.93 pps 102.14 Kbps 77 pps
Save As
Create
Edit
Delete
Schedule
HQ-B2.ddoud cisco com - GigabitEthernetz
PDF 000 KPS | [ e o e R RS e e e S S S e e e e e e
Export to CSV
Help
@ v
2

Notice how this shows a bandwidth graph of the data being transmitted out of each WAN
interface. In this example, we are focused on Voice (rtp)/ EF traffic. This is the capacity
planning data we need for Voice.

Run the Flow > Network > Interface Bandwidth Summary report
o Leave all Filter parameters at their default settings

¢ Implement a Search of “wan & flow.dscp=AF41 & flow.direction=Egress”
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B Fiow Reports

Q- Type here tfilter reports

Interface Bandwidth Summary

EReports ~

*# Address

- Applications

Qos

= Network

- Bandwidth Summary
Traffic Volume Pair
Outbound Bandwidth
Bidirectional Network |
Source or Destination
Network Pair
Source Network
Destination Network
Bidirectional AS Pair

- Source or Destination
AS Pair

- Source AS
Destination AS
Interface Bandwidth

Exporter Site Bandwic
Voice/Video Performance
- Application Performance (
# Firewall

WAN

PR

Wireless

AnyConnect

|iveaaent

< >

Interface Bandwidth Summary

09/21/21

15m 1h 6h 1d 1w

06:46:57 AM to 09/21/21, 07:01:57 AM  Data bin: 1 minute

3 =) (= 3
=

Execute Report

RIII(TY All Devices Number of flows: 27

(HIEN D efaultFilterGroup M

Search wan & flow.dscp=AF41 & flow. direction—Egress

M utilize Long Term Cache

[eIET Ba=sic Flow v | Time Series v | Bit Rate

Branchi-LA deoud.cisco.com - GigabitEthernet3

@ 200 KBps [

Bit Rat

100 Kbps |-

0 bps

Sep 21,06:48 AM Sep 21,0650 AM Sep 21,0652 AM Sep21,06:54 AM

Date

Sep 21, 06:56 AM Sep 21,0658 AM Sep 21,07:00 AM Sep 21,0702 AM

Number of datasets: 1

Q;

Report Actions
Save

Save As

Create

Edit

Delete

Schedule

PDF

Export to CSV

Help

Site  Device

=[S

Interface Name  Service Provider

MPLS

Direction Total Flows Total Bytes Total Packets Average Bit Rate Average Packet Rate
EGRESS 28 27 MB 33,133 237.99 Kbps

Peak Bit Rate
273.70 Kbps

Peak Packet Rate

Branchi-LA GigabitEthernet3 36.81 pps. 42 pps|

HQ-B2.ddoud csco.com - GigabitEthernetz

Notice how this shows a bandwidth graph of the data being transmitted out of each WAN
interface. In this example, we are focused on Video (MS-Lync)/AF41 traffic. This is the
capacity planning data we need for Video.
Run the Flow > Network > Interface Bandwidth Summary Report
e Leave all Filter parameters at their default settings
¢ Implement a Search of “wan & flow.dscp=AF31 & flow.direction=Egress”
zr;uﬁ»\dgimm Interface Bandwidth Summary

7 Applications

Bandwidth Summary
Traffic Volurne Pair

Outbound Bandwidth Litil

LY A1l D evices

" atintariacns

Est. non-filtered flows: 616

(JIENY ~D efaultFilterGroup ~ | Time Series || Bit Rate

YT Basic Flow

Search wan & flow.dscp=AF31 & flow.direction=Egress

Hetwork Pa
Source or Destination N

“etwark Pair
Source Network
Destination Network
Bidirectional AS Pair
“Source or Destination At
AS Pair

Source 45
Destination AS

7 Medianet

#-Applications (AVC)
NSEL

i)

o Wireless

AnyConnect

7 Miscellaneous

~Custom Reparts

HQ-S1.doloud. cisco.com - Ethernet0/1

20 Kbps

Bit Rate

10 Kbps

Oct 24, 12:20 AM Oct 24, 12:30 AM Oct 24, 12:40 AM Oct 24, 12:50 AM

Date

Oct 24, 01:00 AM Oct 24,01:10 AM Oct 24,01:20 AM

Number of datasets: 1

 —

Device [ interface Name Direction Total Flows TotalBytes |  TotalPacksts | Average BitRate | Average PacketR..| Peak BitRate | Peak PackstRate |
T S | Q51 Ethermetd/1 EGRESS B 76,318 20 Fbps 1 pps 216 Kbs 2300
Report Actions
save
Save As
Create
Edit
Branch1-LA ddoud cisco.com - Ethernst0/2
Delete .
11 Kbps =
el 7 a— \\
FOF 9 Kbps | \/ i
Export ta CSV % 8 Kbps I
2 4
Help 7 kbps |
B 6 Kbps I
S Kbps I
e bl

=

Notice how this shows a bandwidth graph of the data being transmitted out each WAN interface.
In this example, we are focused on High Priority Data/ AF31 traffic. This is the capacity
planning data we need for the High Priority Data.
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Note: In a real network, it would be best to have at least two weeks of data to formulate the
appropriate bandwidth allocations for the priority applications. Also remember that since
Priority/LLQ queues have a built-in policer, one would want to over provision the settings based

on these queues.
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Lab 3.2: Building Queueing Policies

From the LiveAction map, select the QoS Tab

Qo3 | Flow | Routing | 1P SLA | Lan |

Right-click the HQ-B1 router, select QoS > Manage QoS Settings

[ LiveNx - 34.136.141.179

File View Users QoS Flow Routing PSLA LAN Tools Reports Help

Dashboard | Mansge (B Exerd Qo | Flow | Routng | PSA T LA
BORD/ R -] Q|
Name
+ m

Local
]
-
BeaT
K (¢} Qs B ke
Edit
18 HQ * s
3| Refre
Gi2  198.18. T =
Mar 20, 202 Manege NaAR 3
o P e ot
>
&- Sy opy Poliey to D
A O Report
K |
o 2
Gi3

U © | Memary ©  Flow Buffer © | Alerts © | Advisores © | Nodes ©

The Manage QoS Dialog Window will open
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LB &S
Policies  Classes Interfaces

Policies

- Manage QoS Settings - HQ-B1.dcloud.cisco.com (198.18.129.24)

Help

Mapped Classes
S SR AL R R ERE P
83'@ LIVEACTION-POLICY-UNIFIED Class Name Classify Marking Queusing Palicing Shaping Compression WRED DBL Unknown
- igy SET_DSCP_LAN

Mapped Class Detail
Drop all traffic for dass

Match on: Any

Edit

Reference

Class is defined by the
criteria show at left.

Match-any: packet must
meet at least one of the
criteria to be a member of
the class.

Match-all: packet must
meet all criteria to be a
member of the class.

Save to Device Preview CLI Close

Add a new Policy and name it QUEUEING.

B Add Policy

Policy name: | QUELUEING

oK

Cancel

X

Create a new class for the QUEUEING policy and name it VOICE.

. Add Class to Policy

Select one of the following options:

i#) Create new dass:  |VOICE]|

(_1 Use existing dass: | LIVEACTION-CLASS-AVC

Mote: This option will create an empty dass. You will need to
select the "Class tab”™ to add dassification parameters.

OK

X

Cancel

You should see the VOICE class inside the policy named QUEUEING

Lab 3.2: Building Queueing Policies
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Falicies I Classesl Interfacesl
Palicies

- g LIVEACTION-POLICY-UNIFIED
=4 | QUELEING
WOICE
“/ = Class-deFault
- SET_DSCP_LAN

LiveNX Foundations Workbook 2

Mapped Classes

Blm|uals | R[B|[E]

Classify | Marking | Queueing | Paolicing | Shaping | Comp

WOICE
class-defaulk .

Mapped Zlass Detail
[~ Drop all raffic For class

Classify | Markingl Queueingl Pu:uliu:ingl Shapingl Compression | WREL

Match on: Ay

Edit |

Update the Classes tab of the VOICE class to match DSCP 46 (EF) traffic

Lab 3.2: Building Queueing Policies
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[ Manage Qos Settings - HQ-S1.dcloud.cisco.com (198.18.129.25)

alajo[ala] e|s)

Policies  Classes IIntErFacasI

Classes Create and Edit Match Skatements
= | g xl

M LIYEACTION-CLASS

Match type: [DSCF

B LIVEACTION-CLASS Valui L0 (cs5) ~| |m..|match...

Yalue
SET_DSCP_HIGH P 4
SET_DSCP_SCAVEN 2
M SET_DSCP_WIDED
M SET_DSCP_WOICE
(Select up to 8 values)
Matchfmatch not: IMatch LI
[~ IPw4 Orly
AddMatch Statement Replace Match Statement |
Ej—
Help | Save to Device Preview CLI Cancel

Return to the Policies tab

Ensure the VOICE class of QUEUEING policy is highlighted and select the Queueing tab.
Set the Queueing type to Priority and the bandwidth to 160 Kbps.

[Manage QoS Settings - HY-51.dcloud.cisco.com {198.18.129.25)

glalalalal s
Policies | Classes | Interfaces |
Palicies Mapped Classes
gegalm|uis o
gy LIVEACTION-POLICY-UNIFIED Class Name | Classify | Marking QueLging Policing | Shaping| Compres. .. | WRED | DBL | Unkn...

QUELIEING

YOICE

class-default
SET_DSCP_LAN

Mapped Class Detail
[ Drop all traffic for class

CIaSS|Fy| Marking ‘Queueing I Pollcmgl Shaplngl Compressmn| WREDI DBLI Unsupportedl

Queueing bype: IPriority 'I Reference
Distribute the available
Rate: [160] IKhDS hd l bandwidth betweesn
I~ Burst size: |32— s clazses by specitying a

minimum banchwidth
Urknown elements: guarantes to each class.

Queueing Type

Class-based: utilizes
Class-hazed weighted tair
guenzing (CEVWFE) using
detived weight for packets
from the bandwidth

allocated to the class. - I
A4 I I »

Help | Save bo Device Preview CLI | Cancel |
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Create the following classes in the QUEUEING policy based on the following table:

Ccwsstame ML quewns
WolcE | EF @s) Priority — 160K

. ]

_ AF3L(26) Class Based — 64K

When finished, the QUEUEING policy should look like this:

Manage QoS Settings - HQ-51.deloud.cisco.com (198.18.129.25)

galelalel els]

Policies Mapped Classas
oluw|E|w was e8|
# 1 LIVEACTION-POLICY-UNIFIED ClassMame | Classify[Marking] — Queweing  [Pol,..[sh...[ com... [ w... [oeL]u...|
=T queLein WOICE ™ Priority: 160 Khps
=] WOICE IYIDED - Priority: 500 Kbps
| viDED HIGH PRICRITY DATA lass-based: €4 Kbps
| HIGH PRICRITY_DATA ScavenGen 1 ® | llassbasediotops || | [ | | |
Rl vencer | class-defauk .
charss-def ault
=g SET_DSOP_LAN
Mapped Class Detal
[ Drop al traffic for class
Classify | Marking Queusing | Policing | Shaping | Compression | WRED | DEL | Unsupported |
Queueing type: [ ~ | Roferancs
Distribute the avedable =
Rate; [5 [kbps =l banchwicth between
I Queue depth: |1 levtes =] i bt
™ Enable Fair Gueusing g arbes b each chass,
Unkmown elements: Oueueing Type
Cliss-based: ufiizes
Clazt-based weighted 1ar
cuesiging (CEVYF Q) using
derived weight for packet:
ot Hive barsdavich
allocaled (0 the cass. -
1| | K

Help | SavetoDevice |  Previewal | cancel |

Click Save to Device.

Click and highlight the QUEUEING policy and select the Copy Policies to Devices | & icon.

This will allow you to push the policy you just created to the other routers in the network.
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[ ono Qo5 Settings - o-5)deowdciscocom 19mazazs) )
glaalalal els

Polcies | Classes | Interfaces |
Policies

Mapped Classes
DB 6 6[S|s olm(B(w
-1 LIVEACTION-POLICY-UNIFIED Class Name [Cassy[marking]  Queueing [Pol...[sh... [ com... [ w... [oed Ju...|
= 1| EEEg VOICE * Prioeity: 160 Kbps
WOICE VIDEC v Priceity: 800 Kbps
= VIDEO HIH PRIORITY NATE - Class-hassd: A4 Khns
HIGH_PRICRITY_DATA
| SCAVENGER
5] dass-defau
=g SET_DSCP_LAN

1}

¥ Branchi-LA.dcloud. disco.com (198.19.1.
Pl Branchz-NY. ddoud . cisco.com (198.19.2.

Reference

Distritnte the avaikable -~
bandwidth betwesn
classes by specifying a
rririmuen banchadcit
guarantes to sach clasz.

Queueing Type
Class-based: utiizes
Claes-based waighled fair
quewsing (CBWFQ) using
dertved wieight for packet:
Trom the bandwicth
alocated to the class. -

1| | b
Help I Senne bo Device I Preyiew CLI I Closs: l

Push the QUEUEING policy to the other routers

Saving to devices...

Branchi-LA, dcloud. cisco.com £198,19.1.1) » Succeeded
Branchz-My .decloud. cisco.com (198.19.2.1) «» Succeeded

Canzel | !

Note: We are not applying these policies to interfaces at this step.

If you encounter a conflict — select Overwrite.

Copy QoS Policy to Dev

Conflict K

Conflicts were encountered when saving the policy on device
HQ-B2 ddoud. cisco.com (198, 18.129.25).

The policy is shown below, with conflicting settings highlighted
inred. Do you want to continue?

:] LIVEACTION-POLICY-UNIFIED - Overwritten (A policy with the same name exis|

B-|=| LIVEACTION-CLASS-MEDIANET

latch Protocol - using MBAR. "telepresence-media™
latch RTP Protocol - using NBAR. "all”

B- EACTION-CLASS-AVC |
~-i= Match ACL Name "LIVEACTION-ACL-AVC™ |
| dlass-default

< >

) fi

[[] Perform this action for all devices which have conflicts

Overwrite Skip
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Lab 4

Lab 4: Shaping / Scaling
Lab 4.0: Intro - Shaping (Scaling)
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Remember, we had stated previously that one of the key questions that needs to be answered

before implementing QoS Prioritization is to understand any CIR that may be enforced by the
service provider.

Below is a diagram of the lab network. The MPLS network in our lab does have CIRs in place
with the following design:

HQ - no provider CIR

NY - 1.5Mb provider CIR

LA - 1.5MB provider CIR

For the sake of this lab assume there is no other QoS on the service provider’'s backbone.

1.544Mb CIR

To accommodate this design, we will need to build the following shaping policies:
e HQ - Multi-class hierarchical shaping policy*
e NY - basic hierarchical shaping policy
e LA - basic hierarchical shaping policy

*Note - that if the service provider did have additional QoS on their backbone, then the multi-
class hierarchical policy would not be a requirement.
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Lab 4.1: Shaping (Scaling)

Lab Steps:
¢ Right Click on HQ-B1 and select Manage ACL’s. We will create some ACL’s first.
We will create two ACL'’s
e HQ_TO_NY_ACL
e HQ _TO_LA ACL

-
I
‘-E w
Device: HQ-B1
Gz
H QoS 3

<]
r

Edit Device Settings

2

Add or Remove Interfaces
Refresh Device
Remove Device sPIMELS

Zoom to Device

Device Tools > Save to Startup Config
Statistics 5 Open Device Web Page
View ? Manage ACLs

Group Management 3 b

e Click on Create ACL.
e Select Extended as the ACL Type. Let’s do the HQ_TO_NY_ACL first.
e Create arule allowing 198.18.129.0/24 to 198.19.2.0/24

Add Extended Rule Entry for HQ_TO_NY_ACL X
@ IP (TCP _iUDP Object-Group | < No Object Groups > (" Other | by Name ahp
Source Destination
(1any (# by Networkor IP |198.18.129.0/24 by Object-Group (“1any (@ by Networkor IP |198.19.2.0/24 by Object-Group
e.g 192,168.1.0/24 or 192.168.1.19 1< 'No Object Groups = | — .0 192.168.1.0/24 or 192,168.1.19 < No Object Groups >
by Port |Equal to Manage Parte] byPort |Equal to Manage Port(s)
y anag =

[IMatch by DSCP

[JLogRule Log
OK Cancel

e Click OK. If you want to Preview the commands that will be sent to CLI click Preview
CLI. Then click Save To Device.

e Next, create another ACL called HQ TO_LA_ACL.
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Create ACL
Type Extended o
Name [ Number HQ_TO_LA_ACL

Access Rules and Remarks

% X

Help

Create Rule
Copy Rule
Create Remark
Edit Rule/Remark

Delete Rule/Remark

Move Up

Move Down

Preview CLI Save to Device Cancel

e Create Rule entry with source IP 198.19.129.0/24 and destination IP 198.19.1.0/24

Add Extended Rule Entry for HQ_TO_LA_ACL X
o
@IP (TCP (TiUDP Object-Group | < Mo Object Groups = “ {_yOther | by Name A |ahp IS
- Source rDestination
(“iany (@ byNetworkor IP |198.19.129.0/24 by Object-Group (“iany (# byMNetwork or IP |198.19.1.0/24 by Object-Group
e.0 192.168.1.0/24 or 192.168.1.19 [<NooObjectGroups > 0 | Q192168 1.0/240r 92.9168.108 | <No ObjectGroups > | -
by Port |Equal to N Manage Port(s) - by Port [Equal to ~ Manage Port(s)
[ Match by DSCP ~ ~
[Jlog Rule Log ~
OK Cancel

e Click OK, then Save to Device. (Preview the CLI commands if you want to)

e You should see the two ACLS now created.
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Current Router | HQ-B1

Access Control Lists (ACLs)

ACL Management for HQ-B1 X

~ Type Applied Interfaces Create ACL
_ Edit ACL
HQ_TO_NY_ACL Extended (Mamed)
LIVEACTION-ACL-AVC Extended (Mamed) Delete ACL
Copy ACL

Apply /Remove ACL

Access Rules and Remarks

permitip 198.19.129.0 0.0.0.255 198.19.1.0 0.0.0.255 Save ACL File

Load ACL File

Close

e Click Close.

¢ From the LiveAction map, make sure you are still in the QoS Tab
Qo3 | Flow | Routing | TP SLA | Lan |

@), Q| Audit

Right-click on the HQ-B1 router, select QoS > Manage QoS Settings
[ LiveNX - 34.136.141.179
e
e
B OR /3| Q QY ot

Name

&

Local
-
"=\
K (] =L B s
¢ (18 HQ. etmosmoie | ooy s
G2  198.18. SRS
Mar 20, 202 e yE—
" i S
W
'_‘9 3 :::m,wnmu.
- / 5
oK / :
o iz
§omeanen
S
The Manage QoS Dialog Window will open
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Create a new policy and name it MULTI CLASS SHAPING

B Add Policy X

Policy name: |MULTI_CLASS_SHAPIMNG

(84 Cancel

Create two classes within this Policy:
e HQ_TO_NY
e HQ TO LA

- Manage QoS Settings - HQ-B1.dcloud.cisco.com (198.18.129.24)

X
DLdDaaes
Policies  Classes Interfaces
Policies Mapped Classes
TABLAKWR® e AT
- 9 LIVEACTION-POLICY-UNIFIED Class Name Classif'y Marking Queusing Palicing Shaping Compression WRED DBL Unknown
:I I\"I_UL'I'I CLASS_SHAPING HQ To_Y
| HQ_TO_MNY
-. _______-_
| dlass-default dass-default

EE--:;] QUELEING
- 1gy SET_DSCP_LAN

Mapped Class Detail
[ Drop all traffic for dass

Classify Marking Queueing Policing Shaping Compression WRED DBL  Unsupported

Match on: Any Reference

Class is defined by the
criteria show at left.

Match-any: packet must
meet at least one of the
criteria to be a member of
the class.

Match-all: packet must
meet all criteria to be a
member of the class.

Edit

Help

Save to Device Preview CLI Cancel

Edit these classes, but chose the match type of “ACL Name”
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8383 &s%

Policies Classes  Interfaces

- Manage QoS Settings - HQ-B1.dcdoud.cisco.com (198.18.129.24)

Classes Create and Edit Match Statements
&L 5 P
I B % Match type: | ACL Name | |Matchany | i
Best_Effort n
Ml DATA_HIGH_PRIORITY Va|u_n Match/Mat... Match Type Value
ACL Number
Class
W LIVEACTION-CLASS M ESEP
B SCAVENGER Frame relay DE bit
SET_DSCP_HIGH_PRIC Frame rela: DLCI
™ zg_gggg_ifssgNGE RTP Protocol - using MBAR
™ SEF:DSCP:VOICE Match/match not: |[HTTP I.?robacol - using NBAR.
Input interface
H VIDEO
B VOICE IP Precedence
MAC Destination Address
MAC Source Address
MPLS experimental topmost
Packet length
Protocol - using NBAR.
Protocol - using NEAR. groups
QoS group
< >
Help Save to Device Preview CLI Close
Match the HQ_TO_NY class to the HQ_TO_NY_ACL
Match the HQ _TO LA class tothe HQ _TO_ LA ACL
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- Manage QoS Settings - HQ-B1.dcloud.cisco.com (198.18.129.24) X
8383 &s%

Policies Classes  Interfaces

Classes Create and Edit Match Statements

EF E] B Matchany | iR

Match type: | ACL Name A
Best_Effort

M DATA_HIGH_PRIORITY Value: |HQ_TO_LA_ACL Match/Mat... Match Type value

HQ_TO_LA ACL Name HO_TO_MY_ACL

LIVEACTION-ACL-AVC

M LIVEACTION-CLASS-A
M LIVEACTION-CLASS-M
M SCAVENGER
SET_DSCP_HIGH_PRI(
SET_DSCP_SCAVENGE]
M S5ET_DSCP_VIDEO
Ml SET_DSCP_VOICE

Il VIDEO Add Match Statement Replace Match Statement
M VOICE

Match/match not: | Match h¥3

Help Save to Device Preview CLI Close

When finished, return to the Policy tab
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- Manage QoS Settings - HQ-B1.dcdoud.cisco.com (198.18.129.24) X
DL &%

Policies  Classes Interfaces

Policies

Mapped Classes
S0k LI L Sy 1S
T
83'@ LIVEACTION-POLICY-UNIFIED Class Mame Classify Marking Queueing Policing Shaping Compression WRED DBL Unknown
M_UL:Id(EII-_gSLSA_SHAPING HQ_TO_LA . 1,544 Kbps
-5 QuEUEmG Hotony [ .- | [ | [isMKpes| ] | | |
1]
3 class-default [ ]

dass-default
aa--::] QUELEING
- 1 SET_DSCP_LAN

Mapped Class Detail
[ Drop all traffic for dass

Classify Marking Queueing Poligng Shaping Compression WRED DBL Unsupported

Match on: Any Reference

Match : ACL Name : HQ_TO_NY_ACL Class is defined by the

criteria show at left.

Match-any: packet must
meet at least one of the
criteria to be a member of
the class.

Match-all: packet must
meet all criteria to be a
member of the class.

Edit

Help

Save to Device Preview CLI Close

Select the HQ_TO_NY class and select the shaping tab. Set its parameters to:
e Shape using = Average
e Rate = 1,000 Kbps
e Committed burst = 10,000
e Excessburst=0

Select the HQ_TO_LA class and select the shaping tab. Set its parameters to:
e Shape using = Average
¢ Rate = 1,000 Kbps
e Committed burst = 10,000
e Excessburst=0
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. Manage QoS Settings - HQ-B1.dcloud.cisco.com (198.18.129.24) X
BIRR RS

Polices Classes Interfaces

Policies Mapped Classes
DABRLMEG Y B3 [

TT
- L LIVEACTION-POLICY-UNIFIED Class Name Classify Marking Queueing Palicing Shaping Compression WRED DBL Unknown
1 | MULTI_CLASS_SHAPING

- | | tsEkes] | | | |
-

1,594 kbps

| HQ_TO_NY
=] dass-default
QUELEING

| voICE

| VIDEO

| DATA_HIGH_PRIORITY
| SCAVENGER

|2 dass-default

1@ SET_DSCP_LAN

LJ

Mapped Class Detail
[ orop all traffic for dass

Classify Marking Queusing Policing SMaping  Compression WRED DBL Unsupported

Shape using: | Average Reference
Control the flow of @*
Rate: 1,544 Kbps v traffic and eliminate
. bottlenecks by delaying
Committed burst: |15,440 bits packets and conforming
Excess burst: 0 bite to a specified bit rate.
[[] ©verhead Accounting Offset: Rate

Unknown elements: Peak: allows the

transmission rate to
burst higher than the
shaping rate.

Average: sets the
maximum transmission
rate to the shaping rate. v

Help

Sawve to Device Preview CLI Cancel

Click-Drag-and-Drop the QUEUEING policy to the HQ_TO_NY policy under
MULTI_CLASS_SHAPING.

Click-Drag-and-Drop the QUEUEING policy to the HQ_TO_LA policy under
MULTI_CLASS_SHAPING.

When finished your view should look like this:

- Manage QoS Settings - HQ-B1.dcloud.cisco.com (198.18.129.24) X
Jd28é%

Policies  Classes Interfaces

Policies Mapped Classes
=TS L IL LN EREB B
T
250 LIVEACTION-POLICY-UNIFIED Class Name Classify Marking Queueing Policing Shaping Compression WRED DBL Urknawn
B y MULTI_CLASS_SHAPING VOICE . 160 Kbps
Bl HQTOLA VIDEO 800 Kby
LB QUEUEING v ps
H(; 0 Ny DATA_HIGH_PRICRITY [ Class-base...
e SCAVENGER L] Class-base...
A JOUELEING
- dlass-default L]
ass-default
=] QUEUEING
-1y SET_DSCP_LAN
Mapped Class Detail
Drop all traffic for dass
Shape using: Mone Reference

Control the flow of &
traffic and eliminate
bottlenecks by delaying

packets and conforming
to a specified bit rate.

Rate

Peak: allows the
transmission rate to
burst higher than the
shaping rate.

Average: sets the
maximum transmission
rate to the shaping rate. v

Help

Save to Device Preview CLI Cancel
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Manage Qo5 Settings - HQ-51.dcloud.cisco.com {198.18.129.25)

ddlelala] e|s]

Policies | Classes | Interfaces |
Faolicies

2[s|8|os| 8|5

wpu

@ LIVEACTION-POLICY-UNIFIED:
14| MULTI_CLASS_SHAPING

E] HQ_TO_LA
L SRS
B] HQ_TO My

H

class-default
-] QUELEING

5] voIce
WIDEC
HIGH_PRIORITY_DATA
SCAVENGER
class-default
- SET_DSCP_LAN

Mapped Classes
LI
Class Mame | Classifyl Marking | Queueingl Policingl ShapinglCompressionl WRED | DEL |Unkn0wn|

WOICE L ] Priotity:...

WYIDEC L ] Priotity:..,

HIGH_PRICRITY _D... L ] Class-b...

SCAYEMNGER. L) Class-b...

class-default L4

Mapped Class Detail
I~ Drop allkeaffic For class

Classify. | [Marking | Gueueing | Pl | Sherind | Eampressian | WHED | DEL | Wnsupporked |

Shape using: INone - l

Reference

Control the flow of -
traffic and eliminste
bottlenecks by delaying
packets and conforming

Select the interfaces tab and apply the MULTI_CLASS_SHAPING policy to the output of the

GigabitEthernet3 interface.

Jdaades
Policies Classe

Interfaces

5 % GigabitEthernet1
LT Input : <none>
1=y Output : <none =
- @& GigabitEthernet2
. L. Input:SET_DSCP_LAN
Output : <none:

IP address: | 100.64.0.2

=N GigabitEthernet3
Input : <none>

B & GigabitEthernets @] ApplyP
I Input : <nor| d
H 1 Output @ <ndme=
T % GigabiEthernets

olimy to Interface
Apply Policy to Interface

IP address mask: |255.255.255.0

Interface description:

Interface name: |GigabitEthernet3

. Manage QoS Settings - HQ-B1.dcloud.cisco.com (198.18.129.24)

WAN_SP2_MPLS1

Input : <none=
Qutput @ <none=

Input : <none=
1 Output @ <none >

=& VoIP-Nulld

LT Input : <none>

QOutput @ <none>

Pre-dassify
Link Fragmentation:
Maximum delay:

Interleave

Help

ms

Save to Device Preview CLI

Cancel

X

Make sure you select the MULTI_CLASS SHAPING policy
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| [l Manage QoS Settings - HQ-B1.dcloud.c 98.18.129.24) X
Jaadaaes

Policies Classes Interfaces
Interfaces

H- @& GigabitEthernet1
P Input : <none:

co

[Na]

. Output : <none> Interface name: |GigabitEthernet3
5% Ega:iﬂff::z becr LA IP address: 100.64.0.2
nput : SET_| |

isp Output : <none> IP address mask: |255.255.255.0

B- % GigabitEthernet3

’_f Input : <none:

A Cutput : <none>

B- % GigabitEthernet4
T Input : <none:

., Output : <none> Apply Policy to Interface pod
B- % GigabitEthernets

Te Input : <nones Select the policy to apply to the Output of interface GigabitEthernet3:
| ip Output @ <none=

| LIVEACTION-POLICY-UNIFIED
58 ’Iiu"[;nput' rones LIVEACTION-POLICY-UNIFIED
’S: Qutput : <none
B & VoIP-Nulld |
P! Input : <none:
+» Output: <none>

Interface description:
‘WAN_SPZ_MPLSl

B

ms
QUELEING
SET_DSCP_LAN

Help

Save to Device Preview CLI Cancel

Click Save to Device.

- Manage QoS Settings - HQ-B1.dcloud.cisco.com (198.18.129.24) X
JdDadEes

Policies Classes Interfaces
Interfaces

GigabitEthernet1

,S: gf::zt TZT:;Z> Interface name: |GigabitEthernet3
5@ GigabitEthemet2 1P address: |100.64.0.2
Input:SET_DSCP_LAN
» Output : <none IP address mask: |255.255.255.0
B- % GigabitEthernet3
’_’f Input : <none:

3 WAN_SP2_pLS1T
H- @& GigabitEthernet4
% Input : <none:

+» Output: <none>
B % ’qgabitEihernetS

Interface description:

Input : <nones Pre-dassify
=N N)"[?utput: =nene> Link Fragmentation:
- ul
L& tnput : <none’> Maximum delay: =
ip Output @ <none=

B- & VoIP-Nulld

Interleave
% Input : <none:
s

Qutput : <none

Help

1 Preview CLI Cancel
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You will see the Saving information box appear.

Interface description:
E WAN_SPZ_MPLS1

Pra-rlaccifi

Sawing to device...
Link =

Maximum delay: ms

Interleave

Then Click Close. The Would you like to save the current running configuration to the
startup configuration, i.e., “copy run start” dialogue box appear. Click Yes.

ks fLs & ¢
LB Ees
Policies Classes Interfaces
Interfaces
B- % GigabitEthernet1
S:. Input : <none:
= Output : <none>
B-® ﬂgﬂflﬂﬂff;ﬁ bscP LAN IP address: | 100.64.0.2
¢ Input:SET_| |
=» Output : <none> IF address mask: | 255.255.255.0

B- % GigabitEthernet3
e Input : <none> Interface description:

(Output : MULTI_CLASS_SHAPING WAN_SP2_MPLS1

B- @ GigabitEthernet4
Z:. Input : <none:
= Output: <nonex
£ & GoabitEthernets Save Startup Config - HQ-B1.dcloud.cisco.com (198.18.129... X

S:. Input : <none:

Interface name: |GigabitEthernet3

=N} I';lalﬂoumUt <nane> \'\t'ouliyou like to save the current running configuration to the device's startup config, i.e., “copy run
Z:. Input : <none> start™

= Output: <nonex
=& VoIP-Nulld

Z:. Input : <none:
= Output: <nonex

s

[] Do not show again {current configuration will not be saved to startup configuration on further use)
| Yes | Mo

Help Save to Device Preview CLI

Go back into HQ-B1 Manage QoS Settings. Then click the Copy Policy to Devices box and
select the MULTI_CLASS_SHAPING policy, and check HQ-B2 as the destination device.
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. Manage QoS Settings - HQ-B1.dcloud.cisco.com (198.18.129.24)

Help

Edit

JLdBaa|es
Policies  Classes Interfaces
Policies Mapped Classes
Class Name Classify Marking Queueing Puolicing Shaping Compression WRED DBL Unknown
HQ_TO_LA ™ 1,544 Kbps
HQ_TO_NY L J 1,544 Kbps
dass-de . -
: Copy Policy to Devices X
B3| QUELEING
H-igp SET_DSCP_LAN select a policy:
MULTI_CLASS_SHAPING b
Select the devices to which you want to save this policy:
Mapped
Droj
[JBranch1-LA.ddoud.cisco.com (198.19.1.1)
Classif) [Branch2-NY.ddoud. dsco.com (198.19.2.1) Lr =
HQ-B2.ddoud.cisco. com (198.18.129.25)
Match 5 I Reference
Class is defined by the
criteria show at left.
Match-any: packet must
meet at least one of the
Cancel criteria to be a member of
the class.

Match-all: packet must
meet all criteria to be a
member of the class.

Save to Device Preview CLT Close

When you hit OK, you will see the Copy Status box appear. If you get a Copy QoS Policy to
Device Conflict, select Overwrite.
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Next, we will build basic hierarchical polices on the remote routers.

In LiveNX and select the QoS Tab
Right-click on right click on Branchl1-LA, select QoS > Manage QoS Settings

Create a new policy and name it
B Add Policy

Policy name: |SHAPING_1.544Mb

oK

“SHAPING_1.544Mb”
X

Cancel

Select its class-default and select the Shaping tab.

Implement a shaping policy with the following parameters:
e Shape using = Average

e Rate = 1544 Kbps

e Committed burst = 15,440

e Excessburst=0

DLdDaaes
Policies  Classes Interfaces

Policies

DABLRRE

- Manage QoS Settings - Branch1-LA.dcloud.cisco.com (198.19.1.1) X

Mapped Classes

EREB

& L LIVEACTION-POLICY-UNIFIED
- 1g SET_DSCP_LAN

&1 SHAPING 1. sqﬁu
83:] WhyIsThisHere

Help

Class Name Classify Marking Queueing Paolicing Shaping Compression WRED DBL Unknown

- | LSekes] | | |

Mapped Class Detail
[ Drop all traffic for dass Q
Classify Marking Queueing Policing Nd  Compression WRED DBL Unsupported

Shape using: | Average Reference
Control the flow of Ll
Rate: 1,544 Kbps ' traffic and eliminate
bottlenecks by delaying
Committed burst: | 15,440 bits

packets and conforming

: 0 bits to a specified bit rate.

[] Overhead Accounting Offset: |

Rate

Unknown elements: Peak: allows the
transmission rate to
burst higher than the
=haping rate.

Average: sets the
maximum transmission
rate to the shaping rate. w

Save to Device Preview CLI Cancel
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Click-Drag-and-Drop the QUEUEING policy onto the class-default of the SHAPING_1.544Mb

policy.
- Manage QoS Settings - Branch1-LA.dcloud.cisco.com (198.19.1.1) X
L2886 %
Policies  Classes Interfaces
Policies Mapped Classes
DODRERGDR G ERBE
33 % LIVEACTION-POLICY-UNIFIED Class Name Classify Marking Queueing Paolicing Shaping Compression WRED DEBL Unknown
B..: !
H VOICE 160 Kby
- A5 voicE v ps
| VIDEO VIDEO L 800 Kbps
DATA HIGH PRICRITY DATA_HIGH_PRIORITY L] Class-base. ..
: - - SCAVENGER w Class-base. ..
SCAVENGER dass-default
e dass-default “
DSCP_LAN
WNG_1,544Mb
| drgs-default
WhyTjsjisHere Mapped Class Detail
Drop all traffic for dass
Shape using: Mone ~ Reference
Control the flow of )
traffic and eliminate
bottlenecks by delaying
packets and conforming
to a specified bit rate.
Rate
Peak: allows the
transmission rate to
burst higher than the
=haping rate.
Average: sets the
maximum transmission
rate to the shaping rate. +
Help Save to Device Preview CLI Cancel
O LR LAY AT L T L Class Mame Classify Marking Queueing Puolicing Shaping Compression WRED DBL Unknown
&1| QUEUEING
T = WVOICE L] 160 Kbps
VIDEQ L] 300 Kbps
DATA_HIGH_PRIORITY w Class-base...
SCAVEMGER (] Class-base...
dass-default L]

- {g SET_DSCP_LAN
51| SHAPING_1.544Mb
=] dass-default

E3--:| WhylIsThisHere

Lab 4.1: Shaping (Scaling)
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Copy the SHAPING_1.544Mb policy to the other remote router

QoS Settin

gs - Branch1-LA

g d.cisco.com (198.19.1.1 X
Jadaaes
Policies ~ Classes Interfaces
Policies Mapped Classes
EORERBR S ERE B
TL
Eaje LIVEACTION-POLICY-UNIFIED Class Name Classify Marking Queusing Palicing Shaping Compression WRED DBL Unknown
B-i | QUEUEING
— dass-default o 1,544 Kbps
| VIDEO
DATA_HIGH_PRIORITY Copy Policy to Devices X
: SCAVENGER
2| dass-default :
— Select a policy:
HH- 1gg SET_DSCP_LAN b
B:! . SHAPING_1. 594Ml M
dass-defait Select the devices to which you want to save this policy:
i 4 QUEUEING Mapped
E3--:] WhylsThisHere

)

Diray
[#]Branch2-uy isco.com (198.19.2.1)
| | |[JHQ-B1.ddou .com (198.18.129,24)

[[1HQ-B2.ddoud. cisca.com (198, 18. 129.25)

Shape Reference

Control the flow of 2
traffic and eliminate
bottlenecks by delaying
packets and conforming

to a specified bit rate.

|
Cancel
Rate
Peak: allows the
|

transmission rate to
burst higher than the
shaping rate.

Average: sets the
maximum transmission
rate to the shaping rate.  +

Help

Save to Device Preview CLI Cancel

You may be warned there is a conflict. This is because a policy named QUEUEING already
exist on the other remote router.

Select Overwrite.

Copy QoS Policy to Device Conflict X

Conflicts were encountered when saving the policy on device
Branch2-NY. ddoud. disco.com (198, 19.2.1).

The policy is shown below, with conflicting settings highlighted
inred. Do you want to continue?
©_| sHAPING _1.544Mb
52| dass-default
-¥ Shaping: 1,544,000 bps
EI--QU QUELEING - Overwritten (& policy with the same name exists)
=-[=] voIcE
R Queueing: Priority 160 Kbps
= Match DSCP 45 (EF)”
| VIDEQ
Eey Queueing: Priority 800 Kbps
= Match DSCP "34 (AF41)"
DATA_HIGH_PRICRITY
¥ Queueing: Class-based 64 Kbps

i N v

Overwrite Skip

Validate the changes saved successfully.
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Copy Policy to Devices X
Saving to devices...
Branch2-NY.ddoud. dsco.com (198.19.2.1) & Succeeded
Export CSY Cancel

Save to Device and Copy to Startup Config. Then close the Manage QoS Settings dialog
window.
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Right-click on the WAN interface (GigabitEthernet4) on the NY router, select QoS > Apply

Policy to Interface

SP1MPLS

¥ | Enable QoS Polling

Create Policy from Template

Revert QoS Configuration by user ‘admin’

Adjust Input QoS
Adjust Output QoS
Manage Qo5 Settings
Manage NEBAR

K_ v}

=

&z

Branch2-NY

15120024

l Apply Policy to \ntr{v‘acam

Remove Policy froMTnterface...
Copy Policy to Devices...

Reports

Apply the SHAPING_1.544Mb policy to the output of GigabitEthernet4.

. Apply Policy to Interfaces X

Select a policy:
SHAPING 1. 594Mb R

Select the interfaces to which you want to apply this policy:
5 [m] & GigabitEthernet4

OK Cancel

- —
1 Interface: Branch2-NY - GigabitEtherneta
i

QoS

Edit Device Settings

Add or Remove Interfaces
Refresh Device

Remove Device

Zoom to Device

Device Tools

Statistics

View

Group Management

admin: Admin user | 04:03:13 PM EDT

Repeat this process and apply the SHAPING_1.544Mb policy to the other WAN interface

(GigiabitEthernet3).

Once you are complete with Branch1-LA, do the same with Branch2-NY and apply the policy
to both WAN Interfaces (GigabitEthernet 3 and GigabitEthernet4)

You can verify that the configuration is complete and correct by reviewing the Interfaces tab of

each router.
Lab 4.1: Shaping (Scaling)
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22836
Policies Classes Interfaces

Interfaces

=- % GigabitEthernet1
p! Input : <none>
=5 Output : <none>
=- % GigabitEthernet2
{. Input:SET_DSCP_LAN
=3 Output : <none>
= % GigabitEthernet3
LT Input : <none>
= Output: SHAPING_1.544Mb
= % GigabitEthernet4
LT Input : <none>
= Output : SHAPING_1.544Mb
- ¥ GigabitEthernets
1g= Input: <none=
iz Output : <none >
=¥ Loopback0
1¢= Input: <none>

Input: <none:
=» Output : <none >
5% VolP-Nullo

p! Input: <none:
1= Qutput : <none>

Help

- Manage QoS Settings - Branch1-LA.dcloud.cisco.com (198.19.1.1)

Interface name:
IP address:

IP address mask:

Interface description:

Pre-dassify
Link Fragmentation:
Maximum delay: ms

Interleave

Save to Device Preview CLI

Close

Lab 4.1: Shaping (Scaling)
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Lab 5

Lab 5: Throttling Traffic
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Lab 5.0: Intro - Throttling / Policing
LiveAction

Step 3 ~Throttle Traffic (Policing and WRED)

* Policing - Transmit data to software set limit, drop overage

* WRED - Selectively drop specific data before congestion occurs

Investigate the current traffic flows.

e From the LiveNX Client, select the QoS Tab
Qo3 | Flow | Routing | IP SLA | LAN |

@), '&| Audit

Select GigabitEthernet3 from the HQ-B2 router

Dashboard | Manage [I¥ Expand

Q-

MName
- % Home
& [l Ha
& @ HoB1
&% GigabitEthernet2
% GigabitEthernet3
& VLANs
& @ HoB2

i @ GigahitEthernet2

 GigabitEthernet3

[ VLANs
Sl
& @ Branch11A
- & GigabitEthernet2
- GigabitEthernet3
- & GigabitEthernet4
- &4 VLANs
= [ ny

S @ Branch2-ny
- GigabitEthernet2
- & GigabitEthernet3
- § GigabitEthernet4
- 5 VLANs

Update the real-time interface view to the following settings.
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Flow | Routing | IP SLA | LAN |

< e roing.

Before QoS5 - by Application (MBAR)

Notice the applications listed in the NBAR view at the top right of the page:

<)  GigabitEthernet3 Output: MULTL_CLASS_SHAPING

Before QoS -by Applcation (NBAR) Before QoS - by Application (NBAR) in Kbps Options ~
Curent  Peak. Sminute Aug Lhour Avg
23 s 29 251
0 71 S 9
oo s 15 7 s
7 <t “
4 7 4 s
o0 3 5 3 3
[ statistical-p2p 2 6 2 2
Wfo 1 3 2 2
0 M bitorent <1 < < <
o W bittorrent-netwo... 0 <1 <t <t
g Wb 0 <1 <1 a
= Bl unkronn 2 - 2 2

0
04341 P 043619 P 04:35:16 P 0437:18 Pt 043518 PO 04:30:18 P

Why do we see bittorrent, bittorrent-networking, on our business network?
Run a Flow > Application report to see the same type of data.

. Flow Reports [ - O X
Q- Type here to filter reports. ~
B Reports ~ . /i
address Application
S-Applications
- protocel 0: 0 PM 10 0 40:50 PM  Data bin: 1 minute ] _
Protacel Port
_ Group Sour ~ LA nterfaces Number of flows: 793 M Utilize Long Term Cache
+ Application Flow Dura [Fl g “DefaultFilterGroup 4 ‘Qutbound b4 Graph
- Top Wan Applications
- Site Traffic Applicatior Search wan X -
- Site to Site Applicatiol
Site to Site Performar i
DSCP vs Application 500 Kbps
“ Business Relevance
- Traffic Class
“HTTP Host 400 Kbps
QoS
- Network "
&-Voice/Video Performance + 300 Kbps
- Application Performance 4
&-Firewall =
EB-WAN D 500 kbps |-
PR
- Wireless
EHB-AnyConnect 100 Khps
-Liveagent
- Miscellaneous
- Network Users Obps
- Analysis Msr 21,0427 P Mar 21,0429 PM Mar21, 0431 PM Mar21, 0433 PM Mar 21, 0435 Pl Mar21,04:37 P Mar21, 0438 P
~Analytics Date
B-VMware SD-WAN (VeloCl y
8 24 Show Total Bit Rate
. Number of datzset: 15
Report Actions
Save Application Total Flows Total Bytes Total Packets Average Bit Rate Average Packet Rate Peak Bit Rate Peak Packet Rate
] 10211 B Lo o3 JRESTeT 0 pps oot rups T
Save As [7] apenmebnet 62 753KB 1,014 5.70Kbps 1.13pps 8.02Kbps ipps
[Fica ES TaTKE 10,085 5.64Kbps 11.21pps 11.47Kbps 18pps
Create [“]snmp 133 714KB 7,279 6.35Kbps 8.08 pps 8.04Kbps 10 pps
Edit =] citrix 2 380 KB 6942 3.38Kops 7.71p0s 5.00 Kbps 11pps
[Z] lanrevagent 15 3218 1,916 2.85Kbps 2.13pps 5.71Kbps apps
Delete A fp 32 280KB 7,007 2,49 Kbps 7.78 pps 3.56 kbps 11pps
Schedule Hsp 16 255KB 3,055 2.36 Kbps 3.39pps 4.39Kbps &pps
statisticalpZp - 254KB 688 2.26 Kbps 0.76 pps - -
PDF unknown 15 251KB 681 2.23Kbps 0.76 pps -
Export to CsV bittorrent 218 11KE 256 93.87bps 0.29pps - -
bittorrent-networking S 28 ] 17.07 bps 0.05pps - -
Help bap s 2KB 33 1444 bps 0.04 pps | - %
v
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Lab 5.1: Throttling / Policing

We'll implement a basic policing polity to throttle any scavenger (less than default) traffic.
Lab Steps:

¢ From the LiveAction map, select the QoS Tab

QoS | Flow | Routing | TP SLA | Lan |

@& Q| Audit

Right-click on the HQ-B2 router and select QoS > Manage QoS Settings

Device: HQ-B2 T B
[ aos » |[¥] Enable Qos Polling I
Edit Device Settings Create Policy from Template i
Add or Remove Interfaces Revert QoS Cenfiguration by user 'admin’
Refresh Device Adjust Input QoS
Remove Device Adjust Output QoS
Zoom to Device Manage Qof, Settings
Device Tools b Manage NBL\}
Statistics ? Apply Policy to Interface...
View 3 Remove Policy from Interface...
Group Management 3 Copy Policy to Devices...
Reports

Remember how we created a SET_DSCP_SCAVENGER class as part of the SET_DSCP_LAN
policy? But also remember how we did not assign any classification to this class.

'SET_DSCP_VOICE " EF (46) rtp

AF41
seroscewoo e

AF31 SIP, SNMP, NetFlow, SSH, Telnet, Citrix,
Saesiorte—
CS1 (8) Leave blank for now >
e
7
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Manage Qo5 Settings - HQ-5]).dcloud.cisco.com {198.18.129.25)

dalalala)e|s]

Palicies I Classes | Inkerfaces |

LiveNX Foundations Workbook 2

Paolicies Mapped Classes
ole|B|i| k] ws]s &kB|®
-1 LIVEACTION-POLICY-UNIFIED Class Mame | classiry Marking | Q... [Po. s con fwe | o]
El--i_J SET_DSCP_LAM SET_DSCP_WOICE ™ DSCP: EF
: SET_DSCP_WOICE SET_DSCP_VIDEC ™ DSCR: AF41
SET_DSCP_WIDED il m— Bl ]
SET_DSCP_HIGH_PRICRITY_DAGE SET_DSCP_SCAYEMGER, @ DSCP: 51

SET_DSCP_SCAVEMGER

defaulk

Mapped Class Detail
[~ Drop all traffic Far class
Classify I Marking | Gueueing | Policing | Shaping | Compression | WRED | DEL | Unsupported |

Makch om: Aney Reference

Clazs is defined by the
criteria shove &t left.

Match-any: packet must
meet &t least one of the
criteria to be a member of
the class.

Match-all: packet must
meet all criteriata be a
member of the class.

Edit: |

Help |

Save ko Device | Preview CLI Cancel

Update the SET_DSCP_SCAVENGER class with the following traffic:

e Bittorrent

e Bittorrent-networking

Lab 5.1: Throttling / Policing
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- Manage QoS Settings - HQ-B2.dcloud.cisco.com (19¢

98.18.129.25) X
Jdd288 6%
Polices Classes  Interfaces
Classes Create and Edit Match Statements
B D  Frotocol - using NBAR v [MEtd] any v| iR
Best_Effort
t B ue: bitbucket A || Match/Mat... Match Type Value
bitcoin

atch Protocol - using M... bittorrent
bithy

Ml SET_DSCP_SCAVEN
Ml SET_DSCP_VIDEO
M SET_DSCP_VOICE

Add Match Statement Replace Match Statement
W VOICE

Help

Save to Device Preview CLI Cancel

When finished, the SET_DSCP_LAN policy should look like this:

- Manage QoS Settings - HQ-B2.dcloud.cisco.com (198.18.129.25)
Jadaaes

Polides  Classes Interfaces

Paolicies Mapped Classes

SR 1 I R Ger (S [ [me

3;3 %LIVEACHONPOLlchNIFIEIJ Class Name Classify Marking Queueing Poliging Shaping Compression WRED DBL  Unknown
2 % MULTI_CLASS_SHAPING SET DScP_VOICE R

B QUEENG SET_DSCP_VIDEQ

- {g SET_DSCP_LAN T -

SET D3P VOICE SET_DSCP_HIGH_PRICRITY_DATA .
SET_DSCP_VIDEO
SET_DSCP_HIGH_PRIORITY_DATA
SET_DSCP_SCAVENGER
Fj Best_Effort
|

dass-default

[PV

* DSCF: BE
L

Mapped Class Detail
[ orop all traffic for dass

Classify Marking Queueing Polidng Shaping Compression WRED DBL Unsupported

Match on: Any Reference
Match : Protocol - using MBAR : bittorrent Class is defined by the
Match : Protocal - using NBAR : bittorrent-networkin criteria show at left.

Match-any: packet must
meet at least one of the
criteria to be a member of
the class

Match-all: packet must
meet all criteria to be a
< member of the class.

Edit

Help

Save to Device Preview CLI

Select the Policing tab and update the following settings:
Lab 5.1: Throttling / Policing
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e Policing Enabled
¢ Committed Information Rate = 8Kbps
e Conform Action = Transmit
e Exceed Action = Drop

| Eall
Best_Effort
| dass-default

- Manage QoS Settings - HQ-B2.dcloud.cisco.com (198.18.129.25) X
DLdBaIES
Polides  Classes Interfaces
Policies Mapped Classes
TABRE R ES Bl B =
T
83'@ LIVEACTION-POLICY-UNIFIED Class Name Classify Marking Queueing Polidng Shaping Compression WRED DEL  Unknown
® ESEHéE?SS_SHAPING SET_DSCP_VOICE L ] DSCP: EF
H SET_DSCP_VIDEOQ L ] DSCP:
i SET_DSCPLAN "DSCP_HIGH_PRIORITY_DATA
‘| SET_DSCP_VOICE o = e
| SET_DSCP_VIDEQ -
| SET_DSCP_HIGH_PRIORITY_DATA * DSCR:BE
[

Mapped Class Detail v

[ Drop all traffic for dass

Classify Marking Queueing Policng  Shaping Compression WRED DBL Unsupported

Enable policing
Committed Information Rate: |8
[] Peak Information Rate:
[] Committed burst: | 1,000
Excess burst: 1,000
Conform action: |Transmit
Exceed action:

Drop

Violate action: | (Default)

bytes

bytes

Reference

Limits the bandwidth 2
utilized by a class of

traffic by specifying
bandwidth thresholds

and the response when
thresholds have been
exceeded.

Rate

bps: average rate in bits
per second.

percent: average rate
as percent of total

bandwidth. w
Help Sawve to Device Preview CLI Cancel
Select Save to Device.
Copy the SET_DSCP_LAN policy to the other available routers.
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| ) Manage QoS Settings - HQ-B2.dcloud.cisco.com (198.18.129.25 X
DA es
Polides  Classes Interfaces
Policies Mapped Classes
Rl Bl R EREE
g:e ::E%T&g:iﬁ:ﬁgmm Class Mame Classify Marking Queueing Poliing Shaping Compression WRED DEL  Unknown
H-ig _ = .
EB:I QUELEING SET_DSCP_VOICE @  DSCP:EF
T p———— SET_DSCP_VIDEQ @  DSCP:..
ERIYsET_DscP_LAN —
t|=| SET_DSCP_VOICE i H :
. ST DSCP VIDEO gErt_[:ESf Copy Policy to Devices X
| SET_DSCP_HIGH_PRIORITY_DATA d:s_-de Select a policy:
| SET_DSCP_SCAVENGER :
| Best_Effort SET_DSCP_LAN 9 v
| dass-default Select the devices to which you want to save this policy:
B 1-LA . dcoud  dsco.com (198.19.1.1)
f Z—NY.ddoud.cisco.com (198.19.2.1)
[ .ddoud. cisco.com (198, 18. 129.24)
E Reference
Limits the bandwidth L
utiized by a class of
traffic by specifying
bandwidth thresholds
and the response when
oK Cancel thresholds have been
exceeded.
Rate
bps: average rate in bits
per second.
percent: average rate
b as percent of total
bandwidth. w
Help Save to Device Preview CLI Close
Note: You will get a conflict waning... simply select Overwrite.
— ) r Fe Davsira Cenfl - |
LOpYy UOS Po cy to Device Cor Ct ><
Conflicts were encountered when saving the policy on device
HQ-B1.ddoud. cisco.com (193, 18. 129, 24).
The palicy is shown below, with conflicting settings highlighted
in red. Do you want to continue?
:! SET_DSCP_LAM - Overwritten (A policy with the same name exists) -~
B-|| SET_DSCP_VOICE
i b Marking: DSCP "EF”
.= Match RTP Protocol - using MBAR "all”
B-|=] SET_DSCP_VIDEO
i p Marking: DSCP "AF41"
‘.= Match Protocol - using MBAR ms-ync” %
B :' SET_DSCP_HIGH_PRIORITY_DATA
i b Marking: DSCP "AF31"
Match Protocol - using MBAR. “citrix™
= Match Protocol - using MBAR. "sip” o
. e - S e s
) fi
[[] Perform this action for all devices which have conflicts
Owerwrite Skip
Validate the changes saved successfully., Click Close,
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Copy Policy to Devices

X

Saving to devices...

Branch1-LA.ddoud. cisco.com (198.19.1.1) & Succeeded
Branch2-MY ddoud.dsco,com (198.19.2.1) « Succeeded
HQ-E1.ddoud. disco.com (198.18.129.24) « Succeeded

Export C5Y

Cancel

Close

Close the Manage QoS Settings Dialog Window

Lab 5.2: Confirm policing Settings

Lab Steps:
e Select the QoS Tab.

QoS | Flow | Routing | TP SLA | Lan |

Dashboard | Manage [¥ Expand

MName

- % Home

= [l Ha

& @ HoB1

! & GigabitEthernet2
% GigabitEthernet3

& @ HoE2
& GigabitEthernet2
% GigabitEthernet3
“ 5 VLANs
=4
£ @ Branch11A
- & GigabitEthernet2
- GigabitEthernet3
- § GigabitEthernetd
- B4 VLANs
= [ ny
& @ Branch2-Ny
- GigabitEthernet2
- & GigabitEthernet3
- GigabitEthernet4
- B8 VLANs

From the device list, select the HQ-B2 router’s LAN interface — GigabitEthernet2

Update the real-time view’s options to just include the input.

Lab 5.1: Throttling / Policing
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QoS | Flow | Routing | IP SLA

@ Enable Polling | Application f Clas 15m 1hr 1d 1w i

“P_LAN

L= GigabitEthernet2 Inp

b ]
Before Qo5 - by Application (MEAR)

[

Note: If any of the policies are exceeded, they will show as AMBER. The amber confirms that
drops are occurring inside the queue.

¢ Ethernet0/0 Input: SET_DSCP_LAN

Bafore QoS - by Application (NBAR) Before QoS - by Application (NBAR) in Kbps Options
Plarme [ curent Pesk | S-minute Avg | 1-hour Avg
2000
~ 1,600
L e e M D e R T 1200 8
800 §
400
o
02:04:52 A D2:05:52 A D2.06:52 Al D2:07:52 A 02:09:52 AWt 02:09:52 A Total: 0 0 o )
4
After QoS - by Class After QoS - by Class in Kbps Options
Narie Current Pesk | S-minute Avg | 1-hour Au
2o - [ O class-deFadlk 606 1,031 636
- S e e Lo [ Wl SET_DSCP_WIDES 450 570 451
T P e Sl ] v @ [ W SET_DSCP_WOICE 109 111 106
------------------------- = [v [ SET_PSCP_HIGH_PRI... 25 43 25
— - — _ - o= VO =1 4 <1
400
o
02:.04:52 A D2:05:52 A D206:52 Al D2.07:52 A 02:09:52 AWt D2:09:52 A Total: 1,150 1,613 1,221 1,
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Lab 6.0: Intro — Buffer Tuning

Buffer Tuning

LiveAction

Step 4—Buffer Tuning

[Advanced)

* Queue-limit — Buffer slze that stores queue data during
congestion

*  Priority gueue BC — Token bucket interval that schedules
the releases data in priority

Buffer tuning is an advanced QoS topic that LiveNX can greatly assist with simplifying
the implementation and validation. It should be noted that buffer tuning should usually
only be implemented for important, bursty traffic classes like video, desktop replacement
applications (VDI), or transactional data.

This lab is based on an issue that happens about every 20-30 minutes.
You may have to wait to see this issue or review historic data to find the issue.
This is a very good re-world scenario.

1. The first place to look for the issue is to review the in-application alerts.
a. Atthe bottom left of the LiveNX window, note the Alert button. Yours may or may
not be red.
CPU © | Memory © | Flow Buffer © - fdvisaries © | Modes ©

b. Double click the alert button
c. The In-Application Alert view appears
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Alert Type

LieviLe Loy auon ciangeu
Device configuration changed
Device configuration changed
Device configuration changed

[Class dropped rate

Class dropped rate
Class dropped rate
Class dropped rate
Device configuration changed
Device configuration changed
Class dropped rate
Class dropped rate
Device configuration changed
Device configuration changed
Device configuration changed
Device configuration changed
Device configuration changed
Device configuration changed
Device configuration changed
Device configuration changed
Class dropped rate
Class dropped rate
Device configuration changed
Device configuration changed
Class dropped rate
Class dropped rate

Details

Userniane - auni;
Username - admin;
Username - admin;
Username - admin;

nterface name - GigabitEthemetd; Interface direction - OUTPUT; _Policy name - QUELIEING; :
CLEARED: Interface name - GigabitEthernet4; - Interface direction - OUTPUT;  Palicy name - QUEUEING; Class name - V...

Comimanus
Commands
Commands
Commands

- ST VIR LTI LT U 101G WU U LOMY G LT 6L GIGSUIE U T, ..
- show privilege; terminal length 0 terminal width 0; config t; interface GigabitEthernet3; ..
- show privilege; terminal length 0 terminal width 0; config t; interface GigabitEthernet3; ..
- exit; interface GigabitEthernet4; service-policy output SHAPING_1. 544Mb

ame - VOICE; Thr..

Interface name - GigabitEthernetd; Interface direction - OUTPUT; Policy name - QUEUEING; Class name - VOICE; Thr...
CLEARED: Interface name - GigabitEthernet4; Interface direction - OUTPUT; Policy name - QUELEING; Class name - V...

Username - admin;
Username - admin;

Commands
Commands

- show privilege; terminal length 0; terminal width 0; config t; interface GigabitEthernet3; ...
- exit; exit; copy running-config startup-config

Interface name - GigabitEthernet4; Interface direction - OUTPUT; Policy name - QUEUEING; Class name - VOICE; Thr...
CLEARED: Interface name - GigabitEthernet4; Interface direction - OUTPUT; Policy name - QUELEING; Class name - V...

Username - admin;
Username - admin;
Username - admin;
Username - admin;
Username - admin;
Username - admin;
Username - admin;
Username - admin;

Commands
Commands
Commands
Commands
Commands
Commands
Commands
Commands

- show privilege; terminal length 0; terminal width 0; config t; dass-map SET_DSCP_SCAVE...
- show priviege; terminal length 0; terminal width 0; config t; dass-map SET_DSCP_SCAVE...
- show priviege; terminal length 0; terminal width 0; config t; dass-map SET_DSCP_SCAVE...
- show priviege; terminal length 0; terminal width 0; config t; dass-map SET_DSCP_SCAVE...
- show priviege; terminal length 0; terminal width 0; config t; palicy-map SET_DSCP_LAN; ...
- show priviege; terminal length 0; terminal width 0; canfig t; policy-map SET_DSCP_LAN; ...
- show priviege; terminal length 0; terminal width 0; canfig t; policy-map SET_DSCP_LAN; ...
- show priviege; terminal length 0; terminal width 0; canfig t; policy-map SET_DSCP_LAN; ...

Interface name - GigabitEthernet4; Interface direction - OUTPUT; Policy name - QUELEING;  Class name - VOICE; Thr...
CLEARED: Interface name - GigabitEthernetd; Interface direction - OUTPUT; Policy name - QUELEING;  Class name - V...
Username - admin; Commands - show priviege; terminal length 0; terminal width 0; config t; policy-map SET_DSCP_LAN; ...
Username -admin; Commands - show priviege; terminal length 0; terminal width 0; copy running-tonfig startup-config

Interface name - GigabitEtheret4; Interface direction - OUTPUT; Policy name - QUELEING; - Class name - VOICE; Thr...
CLEARED: Interface name - GigabitEthernatd; Interface direction - OUTPUT; Policy name - QUELEING; Class name - V...

v

. In-Application Alerts

Time ~ Severity Device Group
veeppesvvusiem wannyg panuien LRI Lonig Lratige: aniu cLess
2022/03/21 04:07:36 P Warning Branch2-NY Device Config Change and Access
2022/03/21 04:08:03 P Warning Branch1-4A Device Config Change and Access

: Warning Branch1-4A Device Config Change and Access
202200321 04:23:34 PM___[Warning ___JBranchLLA______[QoS

Warning Eranch14A QoS

2022/03/21 04:33:33PM Warning Eranch14A QoS
2022/03/21 04:33:43 PM Warning Eranch14A QoS
2022/03/21 04:37:05 PM Warning HQB2 Device Config Change and Access
2022/03/21 04:37:23 PM Warning HQB2 Device Config Change and Access
2022/03/21 04:43:32PM Warning Eranch1LiA Qos
2022/03/21 04:43:42 PM Warning Eranch1LiA Qos
2022/03/21 04:47:31PM Warning HQB2 Device Config Change and Access
2022/03/21 04:43:07 PM Warning HQB1 Device Config Change and Access
2022/03/21 04:49:08 PM Warning Branch1-LA Device Config Change and Access
2022/03/21 04:49:09 PM Warning Branch2-NY Device Config Change and Access
2022/03/21 04:49:38 PM Warning HQB2 Device Config Change and Access
2022/03/21 04:49:59 PM Warning HQB1 Device Config Change and Access
2022/03/21 04:50:00 PM Warning Branch14A Device Config Change and Access
2022/03/21 04:50:00 PM Warning Branch2-NY Device Config Change and Access
2022/03/21 04:50: 18 PM Warning Branch14A QoS
2022/03/21 04:50:28 PM Warning Branch14A QoS
2022/03/21 04:50:28 PM Warning HQB2 Device Config Change and Access
2022/03/21 04:51:19 PM Warning HQB2 Device Config Change and Access
2022/03/21 04:53:30 PM Warning Branch14A QoS
2022/03/21 04:53:41 PM Warning Branch14A QoS
Only the last 100 alerts are shown,
Bring this window to the front when a new alertis received
[JBeen vhen anew alert is received

Clear list Export list Historical search Configure alerts

Are there any alerts class drop alerts from the VOICE class?
If not, we will want to wait or do a Historic Search for class-dropped rate (see

Appendix A.)

If there are any alerts for VOICE, note the device and interface where the drop
occurred. In this example, the device is Branch1-LA, and the interface is
GigabitEthernet4, and the direction is egress (output).

Select this interface from the device list.

Dashboard | Manage [F¥ Expand

MName
= (% Home
& [l Ha
& @ HoB1

S VLANs
= @ HQB2

L B8 VLANS
=

& @ Branch1LA

& @ Branch2-NY

e

& VLANs

% GigabitEthernet2
% GigabitEthernet3

% GigabitEthernet2
% GigabitEthernet3

& GigabitEthernet2
&% GigabitEthernet3

GigabitEthernet2
GigabitEthernet3
GigabitEthernet4

h. From the real-time interface view, if necessary, update the view to Class/Class
Drops, and Output.

QoS

Flow | Routing

IPSLA | LAN

@ Enable Polling | Class ( Class Drops ~ Output - | 15m 1hr 1d 1w . i

GigabitEthernet4 Output: SHAPING_1.544Mb

Before QoS - by Class

The bottom section of the window is a QoS drops report. Note if there have been
any QoS drops in the VIDEO class.
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B Livenx - 34.136.141.179

x
File View Users QoS Flow Routing PSLA LAN Tosls Reports Help
[cntoomc | varees s |~ @ [P | R [ P | o
(B EncblePoling | Class [ Oass Dreps = Output = | 15m thv 1d 1w 5] @ Top %) - Rate -
0 GigabitEthernetd Output: SHAPING_1.544Mb.
e v o
- — T
[ dass et =1 73 wr e
o 2] [ cass-defoutt 3 a3 % 2
=] ? " 7 7
.
w
N
“
weisi ha st ha s i e e et ha
s p—ywr———
- e[t [samshern
= [ cassdefaut o m ] H
o [ [ class-default o ™ s 4
[ M SCAVBNGER o [] ] o
. e S R
»
]
§
"
"
e ma et o e i e st e
. S —————
— .
{ A | 7:47:00 M EDT |
j-  There have been minimal drops in the VOICE Class.
k. Click and drag your mouse on the bottom graph to make an outline of a box.
When you let go the map should zoom in.
B LiveNix - 34.136.141.179 - b
Dashbserd | Manage [3F Expard QS | Fom | Routng | IPSLA | LN
- (3 EnsblePolng | Class / Osss Drces = Output ~| 15 v 14 1w [ @ Top 0 - Rate +
e 4 GigabitEthernetd Output: SHAPTHG_1 544Mb
® ome Before (o - by Class Before Qo5 - by Oass in Hbps Opticns =
=lm Hame Curet Pesk: Smnte vg o Mg
s - e
% GoabitEthernet2 [ I Y &1 0 32
% GoabitEthernetd o ] s deouit 31 W 51 2
ey [] I DATA_HicH_ L] " 7 7
5 @wea = W voen o 0 a
) B SCAVENGER
i woam weem wasam sream warena
w n wm wm =
Dveps - by Class. Drops - by Class in Kbps. Optiens *
- e[t [samshern
= [ cassdefaut o m ] H
SR -
[ Wvioeo ] L} 0 ]
[ M SCAVBNGER o [] ] o
ma [ W DaTA e o 0 0 a
_Q,Ilck_- and Drag across the i
time;line)to,magnify,an area g
iy = Tiaar
i S e T - e wmoast e
. . —————

U 6 | Memory © | FlowBuffer © | alerts © | advisones © | rodes ©

I.  The zoomed-in graph shows the minimal drops happening in the VOICE (purple)
class and the class-default (grey). In this example there have been 7 drops at
peak in the VOICE class.

dmin: Admn user | 07:47.48 M EDT

Lab 6.0: Intro — Buffer Tuning © Copyright LiveAction 2022 93



NXOF-2.LWA.2.0.0 LiveNX Foundations Workbook 2
a

File View Users QoS Fow FRouting ISLA LAN Tools Repors Help

Dashbosrd | Manaos (3 Expand Qe [Pow [ Aotig [ PALA T LW
(3 EneblePoling | Clsss / Caes Drops + Cutput | 15m thr 1d bw [ (5 Top ) ~ Rate ~
GigabitEthernetd Output: SHAPING_1.544Mb.
etre Q5 -by o Bk Qo -by o itz Options *
hese t| e measures. MName Current Pesk Smrute dvg  hour dvg
eSSAr e NcasHies 2] o et - P o
historicaliview, w 7 o - 7 = =
—_—— = 2] [ cass-defoutt 2 6 3 2
I DATA_HIGH_. 7 it} 7 7
Wvoeo o 0 0 [}
" 2 W scavencer " H o f
”
g
-
"
B GgabitEthernetd
8 v )
wonm wanm T v P
o o wi 5 »i
Oveps by o ooos by Cassn s Options
e Carl ek Sk thar i
= [ desmsdefaut o 0 0 s
[ [ dass-defauit. o 0 0 4
s
[ W vorce ] ] o <t
e o ] 0 o
h h o h
™. [ DATA_HIGH_. o 0 0 a
o
g
§
.
nesrm weim e nanm e naa
< >

U 6 | Memory © | FlowBuffer © | alerts © | advisones © | rodes © dmin: Admn user | 07:52:40 P EDT

m. To investigate the same type of drops from a historical report select the | 1=m

icon.

The Pre-Policy and Post-Policy Drops report will open.

0. Click and drag your mouse on the bottom graph to make an outline of a box.
When you let go the map should zoom in. Note that there are minimal VIDEO
(purple) drops in this example too.

>

. QoS Reports - O X

Q- Type here to filter reports.
S Reports - H = H

gl Pre-Policy and Post-Policy Drops

- Interface Bandwidth ]

Interface Utilization 5 A PM Data bin: none

Interface Bandwidth Compa,

- Interface/Interface Drops

NBAR Comparisen Branchi-LA GigabitEthernet4 ~ | outbound Execute Report
NBAR and Post-Policy

1y Custom

- Pre-Policy and Post-Policy Show Total Bandwidth
Pre-Policy and Post-Palicy

¥ C Pre-PoIicy Before QoS - by Class in Kbps Options ™
~Top CPU Usage SHAPING_L.544Mb ~
o Memory deage 200 Fr———————————— - X
Top Interface Bandwidths 300 Name Average  Pesk
~Top Interface Drops 700 & [ dass-defauit 408 873
Top Class Bandwidths Hvoice 54 T
Top Class Drops o 600 [0 dass-default 48 440
- Site Bandwidth 2 500 [l DATA_HIGH_PRIOR. 7 15
Interface Burstable Rate x GRS =
-Site WAN Interface Utilizati £ 400 | Roiz=el 0 0
- Site Alert < o 0 0
Site Alert Detail N
- Custom Reports 200
100
Mar21, 07:42 PM  Mar 21,0744 PM  Mar21,07:48 PM  Mar21, 0748 FM  Mar21, 07:50 PM  Mar21, 0752 PM Mar21, 07:54 PM Mar21,07¢
< >
Class Drops Drops - by Class in Kbps Options =
. SHAPING_L.544Mb ~
Report Actions 200 p— .
n Name Average Peak.
Save &00 n
' 4 f. N N . N 5[] dass-defauit 3 253
Save As , 500 f e i T r? [ — f‘,' otk 1 i e L. [ dassdefault 6 249
Delete 2 AT A I H " I e i ! ‘\ RV I [ voice <1 13
I SR - i — v F Y
Schedule e N v E T S B N A I WS M vDED 0 0
2 200 = hs v b ! v’ [ SCAVENGER 0 0
FDF < | | Bl DATA_HIGH_PRIOR... 0 0
E
Export to CSY 200 i [
& ]
i i
| ] [
| | | ]
Mar21,07:42 PM  Mar21,07:44 PM  Mar21, 07:48 PM  Mar21,07:48 PM  Mar21,07:50 PM  Mar21,07:52 PM  Mar21, 07:54 PM  Mar21,07¢

p. Remember we configured the VOICE queue for each site to 800Kbps each.
g. The Pre-Policy graph above shows 742 Kbps peak VOICE traffic on the
SHAPING_1.544Mb policy.
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r. Thisis above the provisioned 160K. We need to implement some buffer tuning.
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Lab 6.1: Implementing Tuning

Lab Steps:
e Select the QoS Tab

QoS | Flow | Routing | TP SLA | Lan |

Right-click the HQ-B2 router and select QoS > Manage QoS Settings

Loeal
a1
] 13818 128.015
D
£
Loca
Other
HQ-B2 = 1025510624
Device: HQ-B2 "
= Q 102552 024
Qo5 * |||+ Enable QoS Polling
Edit Device Settings Create Policy from Template
Add or Remove Interfaces
o Refresh Device
| Remawve Device
Zoom to Device Manage QoS5 Settings [}
) Device Tools * Manage NEAR
Statistics > Apply Policy to Interface..,
1 View 3
ed Icon ) "
Group Management * Copy Policy to Devices..,
Reports
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Expand the QUEUEING Policy

Select the VOICE class.
Select the Queueing tab
Tick the Burst option and set it to 128000.

LiveNX Foundations Workbook 2

- Manage QoS Settings - HQ-B2.dcloud.cisco.com (198.18.129.25)
DD &%

Policies  Classes Interfaces

Policies Mapped Classes

DAaBLAER 8 BRRE

- 1 LIVEACTION-POLICY-UNIFIED
- Iy MULTI_CLASS_SHAP,

51 | QUELEING A
=0

-|=] viDEO

~[=| DATA_HIGH_PRIORITY
/=] SCAVENGER

..... |=] dass-default

- I SET_DSCP_LAN

Classify  Marking

Queueing Policing  Shaping

Class-based: 64 Kbps
Class-based: 8 Kbps

444949

Compression WRED DBL  Unknown

Mapped Class Detail
[ Drop all traffic for dass C

Queueing type: | Priority b
Rate: 160 Kbps ~

Priority Level [None

——
Burst size: |123000| bytes

Unknown elements:

Help

Save to Device

Classify Markirl oliing Shaping Compression WRED DEL Unsupported

Reference

Distribute the available
bandwidth between
clazses by specifying a
minimum bandwidth
guarantee to each class.

Queueing Type

Class-based: utiizes
Class-bazed weighted fair
queueing (CBWFQ) using
derived weight for packets
from the bandwidth
allocated to the class.

< >

-~

Preview CLI Cancel

Select the Save to Device button.

Copy the QUEUEING policy to the other devices via Copy Policy to Devices | % icon.
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| , - . T I 00 A0 490 9
- Manage QoS Settings - HQ-B2.dcloud.cisco.com (198.18.129.25) X
LD E&S
Polides  Classes Interfaces
Policies Mapped Classes
DTOBRLRES EREE
E‘% LIVEACTION-POLICY-UNIFIED Class Mame Classify  Marking  Queueing Poliing  Shaping Compression WRED DBL  Unknown
gj MULTI_CLA: PING VOICE . 160 Kbps
T T VOICE VIDEQ ® 800 Kbps
- DATA_H
{=| VIDEQ i C P I : ><
= scaven CO olicy to Devices
+|=| DATA_HIGH_PRIORITY classdel py oy
=] SCAVENGER Select a policy:
QUELEING e
Select the devices to which you want to save this policy:
Mapped
Droy
[~1R b1-LA.ddoud.dsco.com (198.19.1.1)
i | [ D 0-NY.dcloud. disco.com (198.19.2. 1) L
.ddoud. cisco.com (198. 18, 129.24)
Queus Reference
Distribute the available L
Ra bandwidth between
classes by specifying a
Pr| minimum bandwidth
guarantee to each class.
Cancel
Un Queueing Type
Class-based: utiizes
Class-bazed weighted fair
queueing (CBWFQ) using
derived weight for packets
from the bandwidth
allocated to the class.
w
< >
Help Save to Device Preview CLI Close

When the conflict warning appears, select overwrite.
Copy QoS Policy to Device Conflict X

Conflicts were encountered when saving the policy on device
HQ-B1.ddoud. dsco.com (198, 18,129, 24),

The policy is shown below, with conflicting settings highlighted
inred. Do you want to continue?

:l QUEUEING - Cwverwritten (A policy with the same name exists)
B-[=] voIce

Lep Queueing: Priority 160 Kbps
= Match DSCP "46 (EF)”

- VIDEO

. Queueing: Priority 800 Kbps
Match DSCP "34 (AF41)"
DATA_HIGH_PRIORITY

. Queueing: Class-based 64 Kbps
i= Match DSCP "26 (AF31)"

| SCAVENGER

¥ Queueing: Class-based 8 Kbps

W
Ll mmem Be femaAE

' fi
[ ] Perform this action for all devices which have conflicts

Overwrite Skip

Validate the changes saved successfully.
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Copy Policy to Devices X

Saving to devices...
Branch1-A.ddoud.dsco.com (198.19.1.1) » Succeeded

Branch2-MY.ddoud. dsco.com (198.19.2.1) » Succeeded
HQ-B1.ddoud.dsco.com {193.18.129.29) & Succeeded

Export CSV Cancel

Close the Manage QoS Settings Dialog window.

Accept the suggestion to copy the current running configuration to the startup config.
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Lab 7

Lab 7: QoS Alerts
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Lab 7.1: Configure QoS Alerts

QoS Alerting is an integral LiveNX component for managing and troubleshooting the system.

Alerting is a balancing act of noise vs actionable data. LiveNX default settings work well in
many organizations for providing a balanced approach. Often, it is best to tune the alerting
mechanism further to get the most from the solution.

Whenever LiveNX detects a QoS performance issue, the tool will show the respective device,
interface, and class, as well as change color to amber. An alert will also be generated. Below is
an example of the LiveNX In-Application Alerts view:

B n-Application Alerts — O X
Time ~ Severity Device Group AlertType Details
2022/03/2107:33:31PM Warning Branch14A QoS Class dropped rate Interface name - GigabitEthernet4; Interface direction - OUTPUT; Policy name - QUEUEING; Class name - VOICE; Threshold - greater than 0.0; Class drop rate - 15.655514 -~
: Warning BranchiA QoS Class dropped rate CLEARED: Interface name - GigabitEthernetd; Interface direction - OUTPUT; Policy name - QUEUEING; Class name - VOICE; Threshold - greater than 0.0; Class drop rate - ..

Warning Branch14A QoS Class dropped rate Interface name - GigabitEthernet4; Interface direction - OUTPUT; Policy name - QUEUEING; Class name - VOICE; Threshold - greater than 0.0; Class drop rate -6.581333
Warning BranchiiA QoS Class dropped rate CLEARED: Interface name - GigabitEthernetd; Interface direction - OUTPUT; Policy name - QUEUEING; Class name - VOICE; Threshold - greater than 0.0; Class drop rate -

2022/03/2107:53:26 PM Warning Branch14A QoS Class dropped rate Interface name - GigabitEthernet4; Interface direction - OUTPUT; Policy name - QUEUEING; Class name - VOICE; Threshold - greater than 0.0; Class drop rate - 12.672659

2022/03/2107:53:37 PM Warning Branch14A Qos Class dropped rate CLEARED: Interface name - GigabitEthernet4; Interface direction - OUTPUT; Policy name - QUEUEING; Class name - VOICE; Threshold - greater than 0.0; Class drop rate -

2022/03/2108:03:28 PM Warning Branch14A QoS Class dropped rate Interface name - GigabitEthernet4; Interface direction - OUTPUT; Policy name - QUEUEING; Class name - VOICE; Threshold - greater than 0.0; Class drop rate - 11.014643

2022/03/2108:03:38 PM Warning Branch14A Qos Class dropped rate CLEARED: Interface name - GigabitEthernet4; Interface direction - OUTPUT; Policy name - QUEUEING; Class name - VOICE; Threshold - greater than 0.0; Class drop rate -

2022/03/2108:06:12PM  Warning HQB2 Device Con... Device configuration c... Username - admin; Commands - shw priviege; terminal length 0; terminal width 0; config t; policy-map QUEUEING; dlass VOICE; na priority 160; priority 160 128000

2022/03/21 08:08: 18 PM Warning HQ-B1 Device Con... Device confiquration c... Username - admin; Commands - show priviee; terminal length 0; terminal width 0; config t; policy-map QUEUEING; dass VOICE; no priority 150; priority 160 128000

2022/03/2108:08:19PM  Warning Branch14A Device Con... Device configuration c... Username - admin; Commands - show privilege; terminal length 0; terminal width 0; config t; policy-map QUEUEING; dass VOICE; no priority 160; priority 160 128000

2022/03/21 08:08:20 PM Warning Branch2-NY Device Con... Device confiquration c... Username - admin; Commands - show priviee; terminal length 0; terminal width 0; config t; policy-map QUEUEING; dass VOICE; no priority 150; priority 160 128000

2022/03/2108:09:38PM  Warning HQB2 Device Con... Device configuration c... Username - admin; Commands - show priviege; terminal length 0; terminal width 0; copy running-config startup-config

Only the last 100 alerts are shown.
Bring this window to the front when a new alert is received

[ Beep when a new alert is received

Clear list Export list Histarical search Configure alerts

The following Lab directs you to create an Alert when QoS problems are detected.
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Lab Steps:

e Tools > Configure Alerts

. LiveNX - 34.136.141.179

LiveNX Foundations Workbook 2

File View Users QoS5 Flow Routing I[PSLA LAN | Tools | Reports  Help

Dashboard | Manage [E Expand QoS | Flow | Rou
& @ {l:, / =
Name
= [l Ho

& @ Hg-B1

. @ cigabitEthernet2

- @ GigabitEthernet3

B VLANS

& @B HQ-B2

- @ GigabitEthernet2

- GigabitEthernet3

- 4 VLANs

=T

& @ Branch11A

- @ GigabitEthernet2

- @ GigabitEthernet3

- @ GigabitEthernet4

B8 VLANs

=N
& @ Branch2-NY

- % GigabitEthernet2

- @ GigabitEthernet3

- % GigabitEthernet4

- B VLANs

Ignore the message regarding reporting in the WebUI. This is normal — and reporting as we

need it will still work here.

View Alerts

Configure Alerts

View Advisories [k
Use IP Mappings

Edit IP Mappings
Use IP Blacklist

Edit IP Blacklist S0
T
MSI Endpoints en
Use VSOM Mappings »>
&

Edit VSOM Mappings

Manage App Groups (DSCP)
Manage Application Groups
Manage Custom Applications
Define Custom Application
Enable DMS Resclution (Global)
Show DNS Mames

Device Tools 3
Statistics 3
Group Management E
Options

158.18.128. 018

HG-B1

=]
=

Gl

The default QoS alerts are highlighted below. These settings work well in many environments.
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- Configure Alerts X
Routina Tricaers LAM Tricaers Custom Triggers Notification Syslog
Device/QoS Triggers Flow Triggers IP SLA Triggers

Generate an alert when...

~Device Down

Warning | A device becomes unavailable

~CPU and Memaory

Warning ~ | A device's CPU usage reaches or exceeds (>=) &0 %

Warning | A device's memory usage reaches or exceeds (>=) (90 %

~Device Config Change and Access

[J Iwarning | The running config changed time is later than the startup config changed time
O |warning . Commands are sent to a device using the monitor-only CLI credentials

Warning | The device configuration has been changed by LiveMX

rInterface Errors

[] warning  * Aninterface becomes unavailable

Warning ~ | An interface has errors (CRC, Frame, Cverrun, Ignore, Abort)

~ o5 Drops

Configuring the following alert triggers will affect the drop status for devices and interfaces.
[] |warning . Interface drop rate exceeds (=) |2,500.000 pps

[] Generate events only for selected interfaces

.
Warning “| Class drop rate exceeds (=) 0.000 Kbps

I'-.l'|.|'arr'|ir1"_:j ~| Class-default drop rate exceeds (=) |1,500.000 [ Kbps

Help oK Cancel

Note: If a network uses policers, it is often best to tune the global Class drop rate exceeds

setting.
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In the example below it has been changed from 0 to 1500. This means that all classes that drop
data, including high priority classes like VOICE and VIDEO, will not alert unless they drop at a
rate greater than 1500Kbps.

. Configure Alerts X
Routing Triogers LAN Tricaers Custom Triggers Motification Syslog
Device/QoS Triggers Flow Triggers 1P SLA Triggers

Generate an alert when...
rDevice Down

Warning | A device becomes unavailable

~CPU and Memaory

Warning | A device's CPU usage reaches or exceeds (>=) |30 %

Warning | A device's memory usage reaches or exceeds (==) |90 %

~Device Config Chanage and Access

[ |warning . The running config changed time is later than the startup config changed time
[ |warning . Commands are sent to a device using the monitor-only CLI credentials

Warning “ | The device configuration has been changed by LiveMX

rInterface Errors

[OQ warning  * Aninterface becomes unavailable

Warning | Aninterface has errors (CRC, Frame, Overrun, Ignore, Abort)

QoS Drops

Configuring the following alert triggers will affect the drop status for devices and interfaces.
[ |warning . Interface drop rate exceeds (=) |2,500.000 pps

[ ] Generate events only for selected interfaces

Warning “ | Class drop rate exceeds () |1,500.000 Kbps

'Wam’lng | Class-default drop rate exceeds (=) 'LSUU.DUU [ Kbps

Help oK Cancel
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To modify this condition and ensure VIOCE and VIDEO classes still alert if there are any drops:

Select the Custom Triggers tab.
Click Add.

- Configure Alerts

Routina Trioaers LAN Triooers

Device/Qos Triggers

Custom Triggers
Fiow Triggers E?

Motification
IP SLA Triggers

X

Syslog

Generate an alert when...

Device Down

Warning

| A device becomes unavailable

~CPL 1 and Memorw

Create a custom trigger type Class and set it with the following parameters:

e Filter = leave blank

e Class name = VOICE

e Direction = Output
e Traffic type = Drop

e Operator = greater than

e Value=0
r -
- Configure Alerts X
| DevicefQoS Triggers Flow Triagers IP SLA Triggers
Routing Triggers LAM Triggers Custom Triggers Notification Syslog
6 add | Edit Delete
|
Q Add Custom Trigger X |
Type Class s
Filter Example: device = router 1 & wan
Class name VOICE
Direction Cutput o
Traffic type Drop RS
Operator greater than o
Value 0 kbps
Syslog Severity | Warning s
|
0K Cancel
|
Help OK Cancel

Click OK.
Lab 7.1: Configure QoS Alerts
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- Configure Alerts X
Device/QoS Triggers Flow Triooers IP SLA Triggers
Routing Triggers LAM Triggers Custom Triggers Motification Syslog
Add Edit Delete

Class: Class dropped packets for output direction of VOICE is greater than 0.0 kbps

Repeat these steps and create a Custom trigger for the VIDEO and HIGH_PRIORITY_DATA
classes.

This will ensure these classes always alert when drops occur.

- Configure Alerts X
Device QoS Triggers Flow Triooers IP SLA Triggers
Routing Triggers LAM Triggers Custom Triggers Motification Syslog
Add Edit Delete

Class: Class dropped packets for output direction of VOICE is greater than 0.0 kbps
Class: Class dropped packets for output direction of VIDED is greater than 0.0 kbps
Class: Class dropped packets for output direction of HIGH_PRIORITY _DATA is greater than 0.0 kbps

After the alert thresholds have been updated, open the In Applications Alert view.
At the bottom left of the LiveNX window, Double click the alert button. In this example the Alert
button is red, indicating that a new alert has been received.

CPU @ | Memory © | Flow Buffer © - Advisories © | Modes ©
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. In-Application Alerts

Tme ~ Severty  Device Group AlertType Detals
2022/03/2107:3331PM Waming  EranchilA Qs Classdroppedrate  Interface name - Gigabitethernets; Interface drection - OUTPUT;  Policy name - QUEUEING; - Class name - VOICE; Threshold - areater than 0.0; Class drop rate - 15,655514
Waring  Eranchila Qos Classdropped rate CLEARED: Interface name - GigabitEthemet; Interface direction - OUTPUT; Folicy name - QUELIEING;  Class name - VOICE; Threshold - greater than 0.0; Class drop rate - ..
2022/03/2107:43:28PM  Waming  BranchidA Qs Class dropped rate  Interface name - GigabitEthernetd; Interface direction - OUTPUT;  Policy name - QUELIEING;  Class name - VOICE; Threshold - oreater than 0.0; Class drap rate - 6,581333
Waming  Eranchil Qos Classdropped rate CLEARED: Interface name - GigabitEthemet; Interface drection - OUTPUT; Policy name - QUELIEING;  Class name - VOICE; Threshold - greater than 0.0; Class drop rate - ..
2022/03/2107:5526PM  Wamning  Branchida Qs Class dropped rate Interface name - GigabitEthernetd;  Interface direction - OUTPUT;  Policy name - QUEUEING;  Class name - VOICE; Threshold - greater than 0.0; Class drop rate - 12672659
2022/03/2107:5557FM  Waming  BranchidA Qos Classdropped rate CLEARED: Interface name - GigabitEthemet; Interface drection - OUTPUT; Policy name - QUELIEING;  Class name - VOICE; Threshold - greater than 0.0; Class drop rate - ..
2022/03/2108:03:28PM  Wamning  BranchidA Qs Class dropped rate Interface name - GigabitEthernetd;  Interface direction - OUTPUT;  Policy name - QUEUEING;  Class name - VOICE; Threshold - greater than 0.0; Class drop rate - 11014643
2022/03/2108:03:38 P Waming  BranchidA QoS Classdropped rate  CLEARED: Interface name - GigabilEthemet; Interface direction - OUTPUT; Folicy name - QUELIEING;  Class name - VOICE; Threshold - greater than 0.0; Class drop rate -
2022032108:06:12PM  Waming  HQE2 Devics Con... Device configuration c.... Usemame - admin; Commands -show priviegs; teminallength 0; terminal nidth 0; canfg t poiicy-map QUEVEING; dlass YOICE; no priority 160; priority 160 128000
20220321 08:08:15PM  Waming  HQBL Device Con... Device configuration c... Usemame - admin; Commands - shom priviege; teminal length O; terminal width 0; config & poicy-map QUEUEING; dass VOICE; no priority 160; priority 160 123000
2022/03/2108:08:13PM  Wamning  BranchidA Devics Con... Device configuration c... Usemame - admin; Commands ~show priviegs; teminallength 0; terminal nidth 0; config t policy-map QUEVEING; dlass YOICE; no priority 160; priority 160 128000
2022/03/21 08:08:20 PM Warning Branch2-NY Device Con... Device confiquration c... Username - admin; Commands - show priviege; terminal length 0; terminal width 0; config t; policy-map QUEUEING; dass VOICE; no priority 150; priority 160 128000
0290321080938 PN Waming  HQE2 Device Con... Device configuration c... Usemame - admin; Commands - show priviege; terminallength 0; terminal midth ; copy running-config startup-<enfig
Only the last 100 alerts are shomn.
Bring this windon to the front when a new dlert i received
[ Beep when a new alert is received
Clear list Expartlist Historical search Configure alerts
. In-Application Alerts — O X
Tme ~ Severty  Device Group AlertType Detais
o
v
Only the last 100 alerts are shomn.
Bring this windon to the front when a new dlert i received
[ Beep when a new alert is recived %
Exportlist Historical search Confiqure alerts

Monitor the system for any new QoS Alerts.

Lab 7.1: Configure QoS Alerts
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Appendix 1: Add Device

Adding devices into LiveAction and managing them properly is very important to the overall
usability of LiveAction itself.

Lab Steps:
e Select File, Add Device

E_E 198.18.133.34 - Remote Desktop

Li?EActiun - localhost

File | Wiew Users Qo5  Flow  Roo
add Device
I,
di?&-cwer Devices -

Import Devices -
Export Devices I
Manage Devices
Refresh Devices

Remaoyve Mebwark Objects

Exit

e Enter 198.19.1.1 in the IP Address field.

o Select “Use the Default SNMP connection settings”.

Add Device *

Steps Device Connection Information

1. Device Connection Enter the SNMP connection information.

Information
2. (LI Settings (Configuring) MNode Local ~
3. CLI Settings (Monitoring)
IP Address 198,19.1.1|

4. Select Interfaces

5. Select VLANs (C) Mon SNMP device such as NetFlow probes

6. Select Features () LiveSensar

7. Enable Polling (®) Use the Default SNMP connection settings Edit

8. Review Configuration (C) Enter SNMP connection settings for this device

9, Device Updated SNMP Version Version 2c TargetPort |161

Community String
< Back Finish Cancel Help
e Click Next.
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o Select “Use my default Configuration CLI connection settings”.

HQ-51.dcloud.cisco.com (198.18.129.25)

Steps CLI Settings (Configuring)
1. Device Connection Specify the CLI connection information used For configuring these devices. Required fields are indicated with
Information an askerisk (*).
2. CLISettings

(Configuring} Configuration CLI Connection Settings

. CLI Settings (Manitaring) Enter Command Line Interface {CLI) connection settings used ko configure these devices,

. Select Interfaces

. Select YLANS

" Add as monitor only device for non Cisco and unsupported Cisca 05 (105, I05-XE and Ne-05 supp

% Use my default Configuration CLI connection settings

. Enable Poling " Enker connection settings For this device

. Review Configuration Connection Type ISSH et l Port* |22

, Device Updated User name on Device I

3
4
5
6, Seleck Features
7
g
9

Password on Device® I

Enable Password |

™ Also use these credentials for monitor mods,

< Back. | Next = Fimish Cancel | Help |

N

e Click Next.

Add Device - HQ-51.dcloud.cisco.com (198.18.129.25)

Steps CLI Settings {Monitoring)
1. Dewice Connection Specify the CLI connection infarmation shared by all users. This infarmation will only be used ko monitor this
Infarmation device. Required fields are indicated with an asterisk (*).
2. CLI Settings {Configuring)

CLI Settings Monikor-only CLI Connection Settings
{Monitoring)

“

Enter Command Line Interface {CLI) conneckion settings used to monitor this device.

. Select Interfaces " Usethe default Monitor-only CLI connection setfings Edit: |
. Select YLARNs

{* Use the previous page connection settings

. Enable Poling " Enter connection settings for this device

. Review Configuration Connection Type ISSH - I Port* IZZ

. Device Updated User name on Device I

4
5
6. Select Features
7
g
9

Password on Device™ I

Enable Password I

< Back | Mext = I Fimish Cancel | Help |

e Select “Use the previous page connection settings”.
e Click Next.
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You can verify what capabilities LiveAction is able to interact with the device.

e Click Continue.

¥alidation Details E

Yalidation results For the current device:
Test I Status | Description I

SMMP conmection Succeeded -
SMMP access Succeeded
_LI configure connection Skipped
LI configure login Skipped
_LI configure enable password Skipped
"LI monitor connection Skipped
_LI monitor login Skipped
_LI monitor enable password Skipped
Serial nurnber validation Succeeded
Maodel supparted Succeeded
105 supported Succeeded
MEAR capable Succeeded
MEARZ capable Succeeded
NetFlow collector configure supported Succeeded
Flexible MetFlow supported Succeeded
Unified Perfmon supported Succeeded
Medianet Performance Monitoring supported Succeeded
AYC supparked Surreeded
MMLS MetFlow configure supported Mot supported
Mediatrace configure supported Succeeded
1P SLA Supporked Succeeded
HGF Supported Succeeded
A Table Supported Mot supported LI

On the select interfaces window you may notice 3 interfaces are already selected. LiveAction
automatically selects the interfaces based on the highest bit rate.

Add Device - HQ-51.dcloud.cisco.com {198.18.129.25)

Steps Select Interfaces
1. Device Connection Select the interfaces you want to monitor on this device {maximum 1000 inkerfaces),
Information

2. (LI Settings {Configuring) Selected I Interface I Trunk I IP Address Description

3, (LI Settings (Monitoring) W Ethernetofo 198.18.129.25
¥ EthernetOfl 10,255.0.2

4. Select Interfaces ¥ Loopbacko 10.0.0.102

5. Select YLANS [T Muld

6. Select Features - Tunneld PFR. auto-tunnel For VRF default
- YalP-Mullo

7. Enable Polling

8. Review Configuration

9, Device Updated

Selected interface(s): 3

< Back |

Fimish Cancel | Help |

I

e Click Next.
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Note: Since there are no VLANSs configured on this device, none will be displayed. You may
monitor up to 25 configured VLANSs on each device.

Add Device - H-5].dcloud.cisco.com {(198.18.129.25)

Steps Select YLANS
1. Device Connection Select the YLANS you want o monitor on this device {maximum 25 YLARS).
Information
. CLI Settings (Configuring) ! Mo YLANs were Found on the ﬁvice. Mo YLANS will be managed.
. CLI Settings (Monitaring) :

. Select Interfaces
. Select YLANs

. Select Features
. Enable Polling

. Review Configuration

(== R = T T A SV N

. Device Updated

Finish Cancel Help

e Click Next.

The Select Features dialog allows you to turn-on specific Cisco technologies using the
templates included in LiveNX. This dialog displays the current IOS configuration of the device
you are currently viewing. Leave this screen AS-IS.

Add Device - H-5].dcloud.cisco.com (198.18.129.25)

Skeps Seleck Features
1. Device Connection Select the Features you want ka enable on each inkerface, Learn more about each Feature in the Help
Information section.

2. (LI Settings (Configuring)
Features on device

3. CLI Settings (Monitoring))

4. Select Interfaces | vt s

5. Select YLANs [ Associate Probe at IP Address: |

6. Select Features Interface I MEAR MekFlow I

7. Enable Poling Ethernetof1 [ [

2. Review Configuration Ethernat0/l I ¥
Loopback I~ v

9, Device Updated

< Back. | Mext = I Finish Cancel Help

e Click Next.

¢ Change the polling rate to 30 seconds.
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e Verify that ONLY the Flow & QoS boxes remain checked.

Add Device - H(-51.dcloud.cisco.com {198.18.129.25)

Skeps

LiveNX Foundations Workbook 2

Enable Palling

= = R - L I S A

. Device Connection

Information

. CLI Settings {Configuring)
. LI Settings {Monitoring)
. Select Interfaces

. Select VLAMNS

. Select Features

. Enable Polling

. Review Configuration

. Device Updated

Select the Features yvou want ta actively monitor and the palling rate For all the Features on this device.

Learn mare about palling in the Help section.

30 seconds LI

Foll the Following Features

Palling R.ate

v QoS
¥ P sl

v Routing
I Lan*

* LA polling occurs every 15 minukes
* For SNMP +3, please see the User Guide on configuring LAK polling.

< Back | Next = I

Finiist I

Cancel | Help |

Note: Any changes to the Select Features dialog will generate a CLI push to update the current
configuration. Before sending the NetFlow configurations to the device, you can verify the
configurations that LiveAction created.

Add Device - HQ-51.dcloud.cisco.com {198.18.129.25)

Steps

Review Configuration

1.

W o~ o o R W

Appendix 1: Add Device

Device Connection
Information

. LI Settings {Configuring)
. LI Settings {Monitoring)
. Select Interfaces

. Select VLANS

. Select Features

. Enable Polling

. Review Configuration

. Device Updated

The Following commands will be sent to the device, Or you can choose to manually configure the device

waurself,

description DO NOT MODIFY. USED BY LIVEACTION.
exporter LIVEACTION-FLOWEXFORTER

cache timeout inactive 10

cache timeout actiwve &0

record LIVEACTION-FLOWRECORID

EXit

interface Ethernet0/1

ip flow monitor LIVEACTION-FLOWMONITOE input
ip flow monitor LIVEACTION-FLOWMONITOE outpuat
exit

interface Ethernet0/0

ip flow monitor LIVEACTION-FLOWMONITORE input
ip flow monitor LIVEACTION-FLOWMONITOE output
exit

interface Loopback(

ip flow monitor LIVEACTION-FLOWMONITOE input
ip flow monitor LIVEACTION-FLOWMONITOE outpuat

* Send the configuration commands to device,

= Twill manually configure the device myself.,

< Back | Mext = I

Fimist I

e Click Next.

e Click Finish.

© Copyright LiveAction 2022
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Add Device - H()-S).dcloud cisco.com {198.18.129.25)

Steps

Dewvice Updated

1.

[7- = R R « PR 1) [ O R

Device Connection
Infaormation

. LI Settings (Configuring)
. CLI Settings {Monitoring)

. Select Interfaces

. Select YLAMS

. Select Features

. Enable Polling

. Review Configuration

. Device Updated

‘ou have configured this device successfully with the Following settings (You may want ko save the current
configuration to the device's starkup config, so your settings will not be lost when the device is restarted):

Device Settings

= Back | fiEst = | Finish I k Cancel | Help

Setting I Description I

Polling R.ate 30 seconds
hetFlow Monitoring etFlow colleckor
MetFlow Polling Enabled
Mediatrace Cisabled
Adjacency Polling Enabled
CQos Polling Enabled
IP SLA Polling Enabled
CEF Enabled
Interface Settings

Interface I MNEAR TetFlow I
Ethernetof v
Ethernetifo
Loopbackn

The device will be added to the Topology Pane in LiveNX. Note that LiveNX will not

automatically position a new device with reference to any existing devices... you may need to
scroll-about in the Topology Pane to locate your new device(s).
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Appendix 2: Client Device Discovery

As we discovered in a prior Lab, the LiveNX Server in your topology has had device(s) pre-

installed. In the following Lab you may add additional devices to your Topology, configure those
devices to send flow and SNMP data to the LiveNX Server, and discover what data your LiveNX

solution is gathering.

Lab Steps:

Adding several devices at once is as easy as adding a single device at a time. To do this:

e Select File and Discover Devices.

E_E 198.18.133.34 - Remote Deskto
Li'.rencl:iun - localhost

File | Wiews Users QoS Flow

R

Add Device

Discover Dewra:fs

Irmport Devic;‘%
Export Devices
Manage Devices
Refresh Devices

Remove Mebwark Objects

Exxit

e Specify the following IP addresses:

198.19.1.1
198.19.2.1

e Select Use the default SNMP connection settings.

Device Discovery E

Step 1: Specify what to scan

(% Specify IP ranges (ex; 192,168,1.1-200) or one IP per ling:

195.19.1.1
195.19.2.1

{~ Specify seed device ko scan

IP Address

Step 2: Specify SNVIP settings
% Use the Default SMMP connection settings

" Enter SMMP conmection settings For this device

Hops IE

Edit |

SNMP Version I'u'ersic-n 2

=] Targetport [ie:

Community Skring |

Appendix 2: Client Device Discovery
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Note: In the Lab infrastructure we are utilizing the Local LiveNX Node included with the Server
installation. If you require access to a Remote Node to access the subnets or addressing in

“Step 1: Specify what to scan” you would use the Specify node drop-down at the bottom of this
dialog box.

Step 3: Specify node

Local ;I

oK | Cancel |

e Click OK.

e Verify that both devices were found, and then select Add Devices.

Note: LiveNX may only discover a single router in the above steps. Your Student Pod may

already be pre-configured with multiple devices. Your instructor may direct you to add one or
more devices in this lab.

Fle View Users QoS Flow Bouting PSLA LAN Tools Regorts Help
Dashbosrd | Mansoe [ Bxpend QoS Flow | Routng | PSLA | LAN
B /G- @ R | Tovke| Orefresh | AlFowTypes v CurentTe - CutentPolnginterval | (5 NoDspey Fterng
ey Search
& @ Banchi A

& @ Branch2 Y
& @ Hes)

CPU © | Memary ©  FlowBuffer © | Alerts © | Advisories © | Nodes © | Refreshed at $/13/36 9:28: 18 PM: 143 fows (merged) depiayed. Showing fow data from 3of 3 devices admin: Admn user | 09:54:55 FM POT
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Device Discovery on Local
Filker by: I Filker | Clear |
Select Device Mame IP Address Hops Vendaor Model
~ Branchz-NY. deloud., cisco, com 198,19.2.1 o Cisco ciscoGateway Server
~ Branchl-LA. dcloud cisco,com 198,19.1.1 o Cisco ciscoGateway Server
Selected: 2 Discovered: 2 Device Limit: 10,000,000 {1 active devices)

Advanced Add... | Pause: Stop: | kclose

e Select Yes on the configure devices dialog.

Configure Devices

'0' Z configurable devices added to the application,
u Do wou wank ko configure QoS, Flow, Routing, IP SLA, or LAN For the added devices?

o] |

Appendix 2: Client Device Discovery © Copyright LiveAction 2022
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e Use the default SNMP connection settings and then select Next

Note: You must be logged-in as the original admin user so that the LiveNX Wizard will inherit
the appropriate credentials. Ask your instructor for clarification on this, if desired.

. Update Device

Steps SHMP Settings

1. SNMP Settings Enter the SMMP conmection information used Far monitoring the selected devices.

2. LI Settings {Configuring)

5. CLT Setings (Monioring) * [se the DefFault SNMP connection setbings Edit |

4. Validating Devices " Enter SMMP connection settings For this device

5. Select Features SMMP Yersion I\u'ersion 2c LI Tatget Pork 161
6. Enable Polling Community String |

7

8

. Devires Configured

= Bark | Mext = I Finish sCanceI | Help |

e Select Use my default Configuration CLI connection settings.

e Click next.

Configure Cisco Devices E
Steps CLI Settings (Configuring)
1. SMMP Settings Specify the CLI connection information used For configuring these devices. Required fields are indicated with

i -
2. CLI Settings em R )

{Configuring)

3, CLI Settings (Monitaring) Configuration CLI Connection Settings

4, Validating Devices Enter Command Line Interface (CLI) connection settings used to configure these devices.

5. Select Features = Add as manitor only device for non Cisco and unsupported Cisca OF (105, I05-KE and My-05 supp
6, Enable Polling {* Use my default Configuration CLI connection settings Edit |

7. Update Device " Enter connection settings For this device

3. Devices Configured

Connection Type ISSH - l Port* |22

User name on Device I

Password on Device® I

Enable Password |

™ | Also use these credentials For monitar mode,

< Back | Mext = I Fimiski Cancel | Help |
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e Select Use the previous page connection settings.

igure Cisco Devices

Steps

CLI Sekkings (Monitoring)

1.

SMMP Settings

Specify the CLI connection information shared by all users. This information will only be used to monitar this

device. Required fields are indicated with an asterisk (*),

2, CLI Settings {Configuring)
3. CLI Settings ) ) ’
{Monitoring) Monitor-only CLI Connection Sektings
4. Validating Devices Enter Command Line Interface {CLI) connection settings used to monitar this device.
5. Seleck Features ™ Use the default Maonitor-onky CLT connection settings Edit: |
6. Enable Paling % Use the previous page conneckion settings
7. Update Device £~ Enter connection settings For this device
8. Devices Configured
Connection Type ISSH VI Port* |22
User name on Device I
Password on Device™® I
Enable Password I
= Back | Next = I I%sh | Cancel Help
e Click Next
o After verifying that the device validation is successful, Click Next.
Configure Cisco Devices E
Steps Yalidating Devices
1. SMMP Settings The fFollowing devices are being walidated. You can review each device's status in the table below, IF a

[ TS R = 4 T N

. (LI Settings {Configuring)
. CLI Settings {Monitoring)
. ¥Yalidating Devices

. Select Features

. Enable Palling

. Update Device

. Devices Configured

validation issue occurs, dlick on the description field to view additional details,

Device I Skatus Descripkion
Eranchi-La, dcloud. cisco.com Succeeded: click for details. ..
Eranchz-My.dcloud. cisco,com Succeeded: click for details. ..

Export Walidation Details... |

< Back

Firiist | % Cancel Help
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e Select NBAR and NetFlow for both devices, Click Next.

Skeps Select Features

1. SMMP Settings Select the Features you want ko use on the devices. Learn more about each Feature in the Help section.

2. (LI Settings {Configuring)

3 ClI Settings (Manitoring) Eranchl-L dcloucllj.::ccs.com | N;R | NBIt;IDW I IWEdiIT’Elce |
4, Yalidating Devices Branchz- . de

5. Select Features

6. Enable Polling

7. Update Device

3. Devices Configured

= Back | Next = I Finish | Cancel Help

e Select all technologies excepting LAN.

e Set the interval to 30 seconds for each device, Click Next.

Configure Cisco Devices

Skeps Enable Polling

1. SMMP Settings Select the features wou wank to actively monitor, and the palling rate For the devices. Learn mare about

2. CLI Settings (Confiquring) each feature in the Help section,

3. CLI Seftings (Maonitoring)

4, Validating Devices Device Pall QoS | Flow | IPSLA Routlng LAN* Inkerval
Eranch1-LaA, doloud, cisco,com ¥ [ [~ [~ I~ |30seconds

5. Selct Features e R e ——_—_—

6. Enable Polling

7. Update Device

8. Devices Configured

* LAN polling occurs every 15 minukes
* For SMMP 3, please see the User Guide on configuring LAM palling.

< Back | Mext = I Finish | Cancel | Help |

Note: For our class Labs we are gathering data every 30 seconds to reduce wait time when we
make changes. In a production environment this may generate more network traffic than
desired.

e Select Send Updates to Devices and click Send.
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Configure Cisco Devices
Steps Update Device
1. SHMP Settings The selected devices will be updated based on the configuration changes if necessary.

[= O R« O B O L R

. (LI Settings {Configuring)
. CLI Settings (Manitoring)
. Yalidating Devices

. Select Features

. Enable Polling

. Update Device

. Devices Configured

¥ou may choose to manually configure the devices.

‘\Warning: once update processes have been starked you will not be able to rekurn ko eatlier screens. Learn
more about each Feature in the Help section,

Device I Stakus I Descripkion
EBranchl-LA, dcloud, cisco.com o Update Required: click ko view
Eranchiz-MYy . dcloud. cisco.com o Update Required: click ko view

* Send Updates to Devices

= Manually Configure Devices %

Export Update Commands. .. |

< Back [ext = | Finist I Cancel Help

¢ Once the updates are pushed successfully, click next.

Configure Cisco Devices

Steps

Update Device

1

. SMMP Settings

The selected devices will be updated based on the configuration changes if necessary.
‘ou may choose ta manually configure the devices.

2. LI Settings (Configuring)
3. CLI Settings (Monitoring) “Warning: once update processes have been started you will not be able to return to earlier screens. Learn
more about each Feature in the Help section.
4, Walidating Devices
5, Select Features
) Device: Status Description

€. Enable Paling Eranchl-La.doloud. cisco, com Update Successful
7. Update Device Branch2-MY .dcloud. cisco. com Update Successful
&. Devices Configured

& Send Updates bo Devices Send |

£ Manwally Configure Devices

Expott LUpdate Commands. .. I
< Back Firishy | % Cancel Help
Appendix 2: Client Device Discovery © Copyright LiveAction 2022
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e Click finish to add the devices into the topology.

Configure Cisco Devices
Sheps Devices Configured
1. SMMP Setkings The following devices have been configured. Learn more about each feature in the Help section,
2. CLI Settings {Configuring)
Dewvi S
4, (LI Settings (Monitoring) _evite tmmary I
EBranchi-La.dcloud.cisco.com CEF, NBAR, 03, IP 5LA, Flows, COLLECTOR, 30 ...
4, Walidating Devices EBranchz-NY.dcloud. cisco.com CEF, MBAR, Q03, IP 5LA, Flows, COLLECTOR, 30 ...
5. Select Features
6. Enable Polling
7. Update Device
&. Devices Configured
= Back | Tet = | i Finish % Cancel | Help |

Now that you have added three devices to the topology, they should look familiar to the image
below. What is important to remember is that you should only bring in interfaces that will have
interesting traffic, to you, traversing them. We will not need all the interfaces that have been
included, so in one of the next Labs we’ll remove the unneeded interfaces.
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Appendix 3: Export/Import Device Configuration

Lab Steps:

¢ From the File Menu select Export Devices.

_ 198.18.133.34 - Remote Desktop (
LiveActiun - localhost

Import Devices

File | Wiews Users Qo5 Flow Rou
Add Device
Discover Devices ol

Export Da[::{es

Manage Devices
Refresh Devices

Remove Metwork Objects

Exit:

o Deselect GigabitEthernet3 and LoopbackO from the 198.19.1.1 and 198.19.2.1

devices.
B Export Devices K
Type here to filer resuits

Name Type Device Serisl 1P Address Vendor Modsl 105 Version  Description Line Rate (Kb... Node Site Sit= CIDR Data Cen... W

) Branchi-LA.dcoud.cisco.c... Router 101 158.15.1.1 Cisco CiscoCSR1000v  16.3.2 Cisco 10S Software [Denali], ... Local LA 10.0.1.1, 198.1%.1... D
- GigabitEthernetl Interface 198.19.1.1 Branchl LAN 1,000,000
O - GigabitEthemet? Interface 100.64.1.2 Internet 2,000
GigabitEthernetl Interface 10.255.1.2 MPLS 1,000

T S S s O O I I |
O L NullD Interface 10,000,000
O .. VoTP-Hullo Interface 10,000,000
HQ-BL.ddoud.cisco.com Router z 138.18.129.24 Cisco CscoCSRIONDY  16.3.2 Cisco 105 Software [Denal], ... Local HQ O
GigabitEthernett Interface 156.18,129,24 HO-LAN 1,000,000
- GigabitEthernet2 Interface 100.64.0.2 Internet 1,000,000
O - Loopbackd Interface £,000,000
O Wully Interfzce 10,000,000
O - VaIP-Nullo Interface 10,000,000
£l HQ-BZddoud.csco.com  Router 3 156.18.125.25 Cisco ciscoCSRIONDV  16.3.2 Cisco 105 Software [Denai], ... Local HQ O
GigahitEthernett Interface 156,18,129,25 1,000,000
- GigabitEthernet2 Interface 10.255.0.2 1,000,000
O - Loopback Interface 10.0.0.102 £,000,000
O nully Interface 10,000,000
N - VaIP-Nullo Interface 10,000,000
[l HQ-MC.dcloud.cisco.com  Router 1 156.18.125.23 Cisco ciscoCSRIONDV  16.3.2 Cisco 105 Software [Denai], ... Local HQ O
GigahitEthernett Interface 156,18,129,23 1,000,000
I:l - Loopback0d Interface 10.0.0.103 8,000,000
O - Nully Interface 10,000,000
O ValP-Nuld Interface 10,000,000
< >
Export to CSV Close

e Select Export to csv.
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¢ On the Export window give the file a name.

e Export the csv to the desktop, or appropriate directory.

Export the content to a CSY file E

Look in: I. Deskkop LI &

-
=

- Libraries

& Adrinistrator

1M Computer

€ Network,

. Liveaction Upgrade

Desktop

File name: Iupdateinterface.csv % Export I
Files of type: ICSV Files (*.csv) LI Caneel |

¢ Close the export devices window.

e Select File and Import Devices.

- 198.18.133.34 - Remote Desktop
fi)|LiveAction - localhost

File | Yiew Users Qo5 Flow Rou

Add Device

Discover Devices

| Impatt Devices h |'

Export: Devices I
Manage Devices
Refresh Devices

Rermove Mebwork Objects

Exit

e Select the file you previously exported.
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Look in: I P Deskbop

Fi2e

- Libraries
& Administrator
8| Camputer
'E'h Metwork
LiveAction Upgrade

1
[
File narie: |updateinterFace.csv Irport
N
Files of bype: ICS\,I files (*,c5) _I Cancel
e Click Add/Update Devices.
@ Add/Update Devices X
Devices selected for Add/Update will be added or updated Q-
Add/Upd... Name Type Device Serial IP Address Vendor  Model 105 Version  Description Line Rate (K... Node Site Site CIDR Data Ce...
=) Branch1-LA.dcloud.dsco.... Router 101 198.19.1.1 Cisco ciscoCSR1000v  16.3.2 Cisco 108 Software [Denali], ... Loaal LA 10.0.1.1, 198.1... C
GigabitEthernet Interface 198.19.1.1 Branchl LAN 1,000,000
GigabitEthernet2 Interface 100.64.1.2 Internet 2,000
GigabitEthernet3 Interface 10.255.1.2 MPLS 1,000
Loopbackd Interface 10.0.1.1 8,000,000
Nullo Interface 10,000,000
VoIP-Nullo Interface 10,000,000
=] HQ-Bl.ddoud.cisco.com  Router 2 1981812024 Cisco ciscoCSR1000v  16.3.2 Cisco I0S Software [Denali], ... Local HQ C
GigabitEthernet Interface 198.18.120.24 HQ-LAN 1,000,000
GigabitEthernet2 Interface 100.64.0.2 Internet 1,000,000
O Loopbacki Interface 8,000,000
O Hullo Interface 10,000,000
O VolIP-Nullo Interface 10,000,000
=l HQ-B2.dcloud.cisco.com Router 3 108.18.129.25 Cisco €isCOCSR1000v  16.3.2 Cisco 10S Software [Denali], ... Local HQ [
GigabitEthernet Interface 198.18.129.25 1,000,000
GigabitEthernet2 Interface 10.255.0.2 1,000,000
O Loopbackd Interface 10.0.0.102 8,000,000
O Hullo Interface 10,000,000
O VoIP-Nullo Interface 10,000,000
=l HQ-MC.dcloud.cisco.com  Router 1 198.18.129.23 Cisco €iscoCSR1000v  16.3.2 Cisco 105 Software [Denali], ... Local HQ [
GigabitEthernet Interface 198.18.120.23 1,000,000
O Loopbacko Interface 10.0.0.103 8,000,000
O Hullo Interface 10,000,000
O VoIP-Hullo Interface 10,000,000
< >
Add/Update Devices Import from CSV Export to CSV Close

Click OK to use the Default SNMP settings.
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A

o -

f* Lse the Default SMMP connection setkings Edit: |

{~ Enter SMMP connection settings For this device

SHMP Yersion I‘v'ersiun 2C ;I Target Port |161

Communiky Skring |

Ok Q{J Cancel |

Your Topology Pane will now show the appropriate devices/configurations.
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Appendix 4: Saving Server Configurations

Prior to upgrading the LiveAction Software, or to retain existing Server configuration for use in
the case of a hardware failure or misconfiguration, the current configuration file may be
Exported to a local or network drive.

Lab Steps:
e Open the LiveNX WebUI, select Settings.
Ouerview - J._q,‘w_.b_

Active Alerts

SITES: 2 DEVICES: 4 INTERFACES: 8

e Select Configuration.

CONFIGURATION

m Impert MAINTENANCE
EXPORT CONFIGURATION Restart Server

B Encot Reset Configuration

Password

Repeat Password

o Click Export.

e Enter encryption password if preferred.
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Export Configuration [ %]
Save in: I- Desktop LI ? .
- Libraries
gf 2 Administrator
Recent Items ;--; Computer
€ Network
Ij | LiveAction Upgrade
Desktop
My Documents
File name: IlDNO\-‘lS_Upgrade| Save
£
Network Files of type: ILiveAcﬁon Exported Configurations (*.1fg) LI Cancel |

e Select an appropriate place to save the file, give the file a name, then click Save.
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Appendix 5: Connect via Remote Desktop
Connection

A direct connection from the LiveNX Client installed on your workstation is the most efficient
method to connect, but you may use RDC as an alternate way to connect to your Student Pod.
SKIP this Lab if directly connecting with the LiveNX Client on your local workstation.

To connect using Microsoft Remote Desktop on Windows, or a compatible Remote Desktop
client on Linux and Macintosh, follow the steps below. On Windows you can typically find
Remote Desktop in START > ALL PROGRAMS > ACCESSORIES.

Note: Use the information from the Lab Details table to connect to the desired device.

Lab Steps:

Connect to the virtual Windows Workstation Desktop using the IP Address, username, and
password pre-printed on the Class Worksheet, unless otherwise instructed.

e Launch a Remote Desktop Connection.

e BEFORE selecting Connect, click the General tab. (On Macintosh this will be the
Preferences menu and Login tab.)

DIAGRAM

& Remote Desktop Connection - >

| Remote Desktop
1<) Connection

General Display Local Resources Experisnce  Advanced

Logon settings
f L Enter the name of the remote computer.

—

Computer: 198.18.133.34 hd

Username: | DESKTOP-65VEDIF\administrator

Saved credentials will be used to connect to this computer.
You can edit or delete these credentials.

] Miways ask for credentials

Connection settings
Save the cument connection settings to an ROP file or open a
| saved connection.

Save Save As... Cpen...

4 Hide Options Help

e Enter the following fields:
*Computer: <ipaddress>:20201
(From your Lab Access worksheet)
*Username: administrator (or otherwise defined by instructor)

e Setthe RDC session properties on the Display tab so that your video is a minimum of
1200x800 resolution... this may NOT be changed once the connection is active. See
next page for example.
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DIAGRAM

B Remote Desktop Connection - *

| Remote Desktop
“>9 Connection

General Display  Local Resources  Experience  Advanced

Display corfiguration

Choose the size of your remote desktop. Drag the slider all the
way to the right to use the full screen.

el ' e

=1

Full Screen

] Use all my moniters for the remote session

Colors
. Choose the color depth of the remote session.

Highest Quality {32 bit) w

Display the connection bar when | use the full screen

\& Hide Options Help

e Select Connect.

o Enter the workstation password: C1sc012345 (or otherwise defined by instructor).

DIAGRAM

Windows Security — __ _I l- )]

Enter your credentials
These credentials will be used to connect to vm.opnet.com.

]|  DESKTOP-63VEDIF\administrator

—|
\D Use another account

[C] Remember my credentials

(Coc ] [l ] |

e Click OK.

Once successfully connected to your Pod you will see the Windows Desktop, and be able to
access the LiveNX Server, Client, and other pod resources.

Note: Occasionally Remote Desktop may freeze its connection to the Pod workstation. If this
happens, close the Remote Desktop window, and start again at Step 1 above. This will
continue your lab session and will generally not lose any work.
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