LiveNX Training
Student Guide

LiveAction
1
Agenda - Day 1
+ LiveNX Overview & Architecture * Add & Manage Devices
* The LiveNX WebUI * Adding Devices
* Dashboards * Grouping & Objects
= Sites/Devices/Interfaces * Device Semantics
 Reports Overview * Flow Collection
*+ System Management * Topology Definition
« LiveNX Engineering Console * More Dashboards, Reports and Alerts
* Deshboard * Custom Filters
* Reports * Implementation Best Practices
*+ Visualizations & Troubleshooting .
) ) * Installation Considerations
+ Voice, Video, Delays * Deployment Strategies
. Action
2
Agenda - Day 2
* Quality of Service * LiveAction SD-WAN
+ Concept Overview * Cisco/Viptela SDWAN Overview
* Classification & Marking * LiveNX—SDWAN Integration Overview
* Queueing & Shaping * Day 0: Cisco SD WAN Planning for Deployment
« Policing & WRED = LiveNX SDWAN Onboarding
« Buffer Tuning « Day 1: Cisco SD WAN Policy Validation and Intent
+ QoS Best Practices + Day 2: Cisco SD WAN Operations
. . R Action |
3
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Class Logistics

= Daily Schedule
+ Start
* Breaks

* Finish

« Equipment

* Laptops

* Internet Access

* elab Access

Action
Your Trainer...
Nate Richie
Senior Consulting Engineer, Advanced Services Team
Interim Manager, Advanced Services Team
Action

Prerequisites

* You already:

* Have a basic knowledge of applications, networking, and protocols...
* Understand TCP/IP, network addressing, and subnet masks
* Know basic router & switching concepts

* Manage NetFlow devices within your environment

Action
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And you are...

* Name ?

* What do you do at your company ?

* Have you used LiveAction Products?

= What Product Certs do you maintain? (Brag if you must; )

* What was your first car?

Action

b

/

LiveAction

Our Training Infrastructure

* Each attendee will connect to a
dedicated “Training Pod”

= The Instructor will provide credentials i,
for each attendee H

* All Pods are monitoring similar traffic

flows. -

= We'll connect over the Internet and run

a Browser and Eng Console locally.

* Initial device configuration has been

performed on all Training Pods.

Action
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LiveNX Class Infrastructure

10

Criterion Labs Log On Screen

. CRITERION

—

Action

11

Click Learn

Action

12
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Click Subscribed

Action

13

Select the Correct Lab and Click Launch Now

Action

14

Click Provision

Action

15
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Your Lab Should Begin Start-Up

L =)
Action
16
Start-up Takes Around 5 mins
. .
. . .
- fomre [
. . . .
- foure [ sutian
. . . . .
Action
17
Sites Used in This Training Course
(CorseComporert _[ste_————_[oeaipton |
Student Guide bitos. j comls Your copy of the slides to follow the
esoures/ presentation/make notes
Lab Pl bitoss o0 comisnoeafraining- Day 1 Lab Werkbook: Lab Exercises
esoues/
Lab Pt2 bites: j jon.comis Day 2 Lab Workbook: Lab Exercises
esoures/
LiveNX Engineering bitos ion com/sucooctftrainiog Client Access to be installed for
Console Esoues/ SOMe exercises
(Mac or Windows)
Website for Access o bitos//oodtal riterioapnetworis.cony/ You will be given your specific login
Hands On Labs information by the instructor
Action
18
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LAB 0: Setup and Get
Connected

* Turn on / Plug-in, and verify network & intemet
connectivity.

* Note the addressing and credentials provided by
your instructor.

* Install and run:

= LiveNX Engineering Console

* You may now ping your LiveNX Server...

LiveNX Training
Student Guide

LiveAction

Architecture Overview

Action

21
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System Requirements ttp: tion.com/support/speification

Server Platform Specifications:

* VMware ESXi v5.0 or higher ~ VMware Hardware Veersion 8 (vmx-8)
Network Hardware — At least two Physical NICS on ESXi

* Support up to 10 Gbps

*+ Virtual NICs on OVA are utilizing E100

Concef Small Medium Large Physical

<= 25 Denioes or <= 100 Devices or 100-500 Dewvices or S00-1000 Devices of  Upto 1000 Dewices or
<=2 < <= . e P

Min Requirements
*BAVCR

» =)
VCPUYeoncri7  » 16VOPUXnor 7 » 16vGAEONOr 7 » 20PN of (7 » TE8 GbRAM
6 Gb R '!ILIDNM{ RN Gb RAM  Max Heap Size 384G8

ax Hesp . 1668 » 31GE » MucHeap Sioe 31GB 4 2778 Data Disk
* 500GB Data Disk * 278 Data Disk. * 478 Data Disk * BB Data Disk. (1678 usable with RAD 100
P — Action
22
Network Devices Supported bt st temmction roerfeomcfications!

|

W Caneraton Aopliance

2 vEckge, Cisco 105 XE SD-WAN Edge Devioes

Action

23

Bandwidth Overhead — Server/Node

* Data is stored on the Collector Nodes

* Server requests data from Node(s) on demand
* In case of loss of communication, server may initiate to reestablish communications

* Minimal synchronization communication between the Server and Nodel(s).

* “Keep alive” (not really... more a “I have new datal")
* Bandwidth is proportional to the number of devices being monitored by each Node

= End user actively monitoring LiveNX also increases bandwidth.

tha Fhﬁns-\c'ldl: Fu\-'mm
PerNode | (Avg./Peak) (Avg./Peak)
Examples of
Node/Server | 100 f1.2Mbgs 5Kbps-25Kbps
X S00 Mbps 25Kbps-125Kbps
1000 1.25Mbps/ 2.25Mbps S0Kbps/ 250Kbps

Moce: These ove -‘ ,‘”‘,‘T“.Nmm 50 resuts ooy v /\Ctlon

24
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LiveNX Flow Capabilities

LiveNX is a flow collector

* Supports NetFlow V5/V9, FNF, sFlow, jFlow, IPFIX, and other multi vendor flow
pes

= Provides unique end to end flow visualization for a holistic view of the network

= Provides hop by hop color coded application and flow path analyses for
network and application performance issues

= Visually shows mis marked DSCPs for traffic priority
* Easily enables Cisco advanced flow technologies

* Topology can be exported to Visio
* Keep all raw data as long as there is sufficient disk space

Action

25

LiveNX Communication with Devices

LiveNX uses SSH or Telnet access to read 10S configurations, as well as

to make desired configuration changes to the device(s);

* QoS Configurations

+ Netflow Configurations

+ |P SLA Configurations

+ Policy Based Routing

LiveNX does not save the router configuration in our database!

Action

26

LiveNX Communication with Devices

* LiveNX uses SNMP v2 or v3 RO (Read Only) access to devices

« Polling for reading the MIB (Management Information Base)
= CBQoSMIB

* IPSLAMIB
= LAN MiBs
* Routing MIBs

* Updates statistics according to
user configured polling intervals

Action

27
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LiveNX Network Protocol Requirements

Protocol Direction

T 7000 Eng Consoleto NX Server vl
Platform

TP 443 Web Browser to NX Server User Access to Web Ul of Platform

TP 7026 Server to Node (Bidirectional) Server <-> Node Communication

upP 2055 Network devices to nodes Netflow Export

uoe 161 NX Node/Server to Network Devices | SNMP Polling of Network Devices

Required network protacols for normal operation of the LiveNX platform, This can be used as the basis for any

firewall rules required

Action

101, NTIZAA A Mg Py

28

LiveAction

From Any Browser... from Anywhere!

https://<LiveNXserver|P>

* Create and View Dashboards

* Manage and View:

* User Management

« Devices (accept or reject information
from devices — cannot configure)

* Alerts

* Reports

Visualization Philosophy: Shows what you ask it to show

Action

A1 g Peserved 20

30
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Customizable Dashboards

I

Action

31

Sites Details

Drill into Sites > Devices > Interfaces...

Action

32

Interfaces

Action

33
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WAN Applications
]
Action
34
WAN Applications>Flows
“—
LA‘
Action
35
Geo Topology
QT .
Action
36
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Stories

Action
37
View ANY Report Defined in LiveNX
il [Neaction I — TN T T
Action
38
Run Reports...
- = ]
T — o ‘ ;
Action
39
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WebUI Reporting - Tools
=
Include Report Elements
Print/Downioad (opens
new URL)
* | Return to Reports Entry
Page
Action”
40
Report Groups
B A
= B A
=
B A
Action”
41
WebUI Reporting — Create & Groups of Reports
Schedule Group to run Now, Hourly, Daily, | = N ety
Weekly, or Monthly ....‘,_,.‘ - e
- Multiple, =
- e —
Advanced Report Group can be emailed to one __ sy
of multiple users == At
Advanced Reports allow the creation of o .
groups of reports - ———
. Action’
42
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LiveNX Alerting
43
System Management
Using the WebUI to manage your LiveNX server and nodes
* User Management
* System Health
* System Support
Action”
44
User Management
* Supports Local, LDAP, SSO, TACACS+, and Radius Authentication
« 3 Levels — Admin, Config, View
= Current Logged In Users
Action
45
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User Management

Local or LDAP

* Multiple Roles (privilege levels)
« LDAP Server configuration under LDAP Management tab

+ See who is currently logged in and Active under the Sessions tab

Action

46

User Groups

* User Groups can be used to segment, or limit, the access of users in

the group
+ Specific Sites

« Specific Devices
+ Specific Regions

* Select entity pages can also allowed/omitted
* Select Reports can be allowed/omitted

* Users can be added from the Group Config page
* Users can only be in ONE group

Action

47

System Health

* Under the Settings gear choose System Diagnostics

* Here you can monitor many system health statistics for either the server or
nodes:

* CPU / Memory / Disk Space / Flow Statistics / Etc

Action

48
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What to do when you need support

= Often the support team will ask for diagnostic information

* Under (1) Settings (top right), you will find (2)Troubleshooting in the Menu

* Here you can collect diagnostic information as well as (3) system logs

pAction

49

LAB 1: Using the Web UI

* View & Create Reports

* Look at Stories

* User Management

* View/Modify Alerts

* System Information

" The LiveNX

Engineering Console

LiveAction
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The LiveNX Client is... Your Device Configuration Tool

* A Java client application

* Runs on a standard Windows 32/64-bit PC

* LiveAction’s Mac client runs on OSX .9+.

= View & Configure:

+ Devices (can access CLI and configure your devices)

* Alerts

* Reports

Visualization Philosophy: Shows all, remove what you don’t need to see

Action
52
The LiveNX Eng Console Can Be A Busy Place...
e —
! _[Fopology Pane | AN /
E— WS
f
(s AR ™ D Action

The Home Tree-view

* Groups

* Devices

* Interfaces

« Select Home to view all
Groups/Devices in the Topology

Pane
= Select & Modify Devices &

Interfaces

* Right-click Zoom-to...

Action

54
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Immediate Feedback...
Look at the bottom of the screen for information about:
* CPU
* Memory
« Buffer
« Alerts
* Advisories
* Nodes
< >
U © | Memory © | Flow Buffer © [N Acveories © Nodes ©
Action
55
Main Configuration Tool
Cick Manage to cpen Device Management window
We will use the Configuration .
capabilities extensively in the dass .
Action
56
Configuration of Flow
7[« aﬁ:w.ﬁ 3:\‘[_:'
® pno’h.
Action
57
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Manage, Create, View, Provision

* Also Configurable in the WebUI!

Action

58

LAB 2: LiveNX Engineering

Console

* Launch the LiveNX Engineering Console

* Connect from your Desktop...
= Explore Engineering Console

Visualizations

LiveAction
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Flow VIsuallzatlon End-to-End Application Flows Through the Network
S I O SN T

LiveNX discovers and draws topology based on SNMP
LiveNX imposes end to end flows on topology

Action

61

4] ® 0..0: 0.

Device Entity Pages
D === T TN
= o O—S——mm2

ZACTION

62

Start with what you know about the issue

Flow Troubleshooting, Decision Making

Action

63

Page 21
© 2022, LiveAction, Inc. All Rights Reserved.



LiveNX Training
Student Guide

Eliminate the Detractors!

[

7XCCIONT
64
The Search Field
[ e |
Action
65
Search Functions and Flex Search
Create a simple page search, and convert to more powerful Flex-Search
1) Enter Page Filter Terms
2) Click </> toview the equivalent Flex-Search String
Action
66
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Filters & Search Retention In Reports

Action

67

Application Performance (AVC Based) Visualization

Start with Flow Path Analysis
Use the Page Filter to display the interesting traffic flows
Use column filter/sort to reveal the specific flows to look at

68

Flow Visualization

Spedfic Flow Details - Devices in Flow - Interfaces, Parameters, Status

@ -

-

/\

Action

69
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Voice/Video Performance (MediaNet Based) Visualization

Start with Flow Path Analysis (If no data - review the Page Information used)
Use the Page Filter to display the interesting traffic flows

Use column filter/sort to reveal the specific flows to look at

Action
70
Flow Visualization
Spedfic Flow Details - Devices in Flow - Interfaces, Parameters, Status
¢ x @
Action
71
Flow History— Reports and Stories
;«mm i . | S| R Y= S W B e
r—
Action

72
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LiveAction

LiveNX WebUI - Perspective

LiveNX through the WebUI acts as a framework to help you visually
monitor and troubleshoot your network devices...

* Structured around three levels:

= Sites (Level 1)
* Devices Level 2)

* Interfaces (Level 3)

* You can view traffic as:

* Site to Site
* By Device

* Flow - by DSCP, Application (or App Group), Source AND/OR Destination (site, IP, Port),
Tag

e Action

B

74

Understanding LiveNX — Semantic Data

The information in LiveNX is structured in dependent layers — in the same

way you will rely on these layers as you manitor and troubleshoot.
Each layer will use Tags, key words that accumulate similar items on the same layer.
Lavers below inherit the tags from above.

Sites

Devices

Interfaces

Best Practice: /\Ction

Use S prefix for Site level tags, D for Device level tags, | for Interface Level tags.

75
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Adding Devices to LiveNX

* Adding Devices to LiveNX is more than adding devices. It involves
making sure that Sites and Interfaces are configured too.

= By adding devices, we begin the process of adding semantic data,

across the three layers within LiveNX.

Sites
Devices

Interfaces

Action

76

Device Management

Add - Discover — Import
Both on the Eng Console,
and the WebUI

LiveNX contains many “wizards” to guide you through the process...

Action

77

Device Discovery
Scan and find connected devices

* From within Device
Management, under Configure

= Use an IP Address range
* SNMP settings & Credentials
« Is the collection Node Local or...

= Returns a dialog with suggested
devices to add.

Action

78
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Device Discovery... Simple Steps
Allows you to Devices and Interfaces into LiveNX for gathering Flow data
Unsain
==
o e
ey
sh
tion
79

Working Topology — Device Needs Semantic Data

Add/Create Semantic Data

Click on Device name to
open config dialogue - IAdding a new site here
- - —— . creates that site for use

[—— later.
* |Nou can also add sites in Site

Management in
S— under Main Menu.

Action

80

Devices Belong to Sites — Adding Sites And Semantics

—~bAction

81
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Making the Device Configurable via CLI — Engineering Console

*ln

n
I
i

m
[

|

82

Configure Flow Collection - Engineering Console

Action

83

View Traffic Flows!
R - Notice the locatiors, Site Names, Network Names etc.
‘Y_ S— That all comes from semantic data
i\« = 2
3
& g
_ Action
84
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Topology Basics — Grouping in Engineering Console

*Grouping crly Msually applied in LiveNX Eng Conscle (Webl! Uses
Sites 04 need tb use J ¢

“Sites and Groups can be canfigured in BOTH WebUl and Engineering
Console: —

B Lo a5 a8

=
Devices appear co!lapsed in their Grouping makes device management easier!
groups on the device tree. /\CtiOﬂ
Topology Basics
Devices reporting issues will change Quickly identify many problem sites
colors to prompt for investigation visually
O e
-
4 o
Action

86

Merge Clouds*
A “Merged” cloud is when you combine  Once merged... flows will properly draw
separate networks that logically form through the topology
one cloud, i.e; MPLS
A S s

<y 04
« I.V e -
0200 a0 A
e i -~ A -
7 - N N *a
o \ - A\’ .""‘ _'
"""- ‘.‘:.‘ P Py S -*
% o By o) A
*Marge Claugs anly sgpied in LiveNK Enghreering Cosaole /\Ct]on

87
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Topology Basics — Add Network Object*

Do it the EASY way!

Step 1 Step 2 Step 3
Right-Click on Flow Select the Object Shape Flows now connect
Endpoint

ACLION

LAB 3 & 4: Making
the Topology Work

= Add additional device(s)

* Enable / Configure Flow collection
* Remove an Interface

* Device Semantics

* Creating / Modify Groups
* Merge Clouds

* Network Objects

Reports & Alerts

LiveAction
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Dashboard

i[ — =Lﬂ
——— e /"‘
Wogets ‘: cheName do.Boen Raport

I

Action

91

WAN Dashboard - One of the Defaults

Action
92
Drill-Down to Reports
D= T TR
ction
93
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Creating Reports
Multiple Roads Lead to Reports From Any Dashboard ttem
From Navigation Menu
e / ———
Drill Down From Entity Pages
X x
& {
: : ¢
R Action

94

Creating a Report

95

Flow Report - Directionality

Data Volumes can be viewed by ingress, egress,  Inbound and Outbound Separated
both on ane chart, or combined (single r -
number) . e

You can choose between how the data is
presented in reports

Configured in Report Settings s

pe—

R Action

36

96
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Automatic Granularity - Report Length / Data Bin

= Granularity is on Flow Data

* Flow Reports are generated
from the RAW Store

* Raw Flow Store

* Short time-range (un-aggregated)

or 1 min Bin

* Long-Term Flow Store

* Longer time-range (aggregated)
or 5 min Bin

Bin Size can be selected — Beware!

Long Term Data Storage

How is Long Term Store populated?

The Flow Source configuration alters what devices/interfaces

are induded for Long Term Report Processing.

) Action”
98
Commonly Used Reports
« Application (Flow) * Top Interface Bandwidths (SNMP)
* Top Conversations (Flow) + Interface Bandwidth (SNMP)
+ Interface Bandwidth (Flow) + Interface Utilization (SNMP)
* DSCP (Flow) * Interface Errors (SNMP)
+ Application DSCP Audit (Flow) + Top Class Drops (SNMP)
Different data sources will provide different perspectives of your network
They can also give you different counts for what might look like the same number
. Action’
99
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Application (Flow)

L. Report:Name

Riaht Cliskito Provide Furher Investigation @ptions

JACLIONT

100

Top Conversations (Flow)

Action

Interface Bandwidth (Flow)

Action’

102
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DSCP (Flow)

= Lawbctin

Action

103

Application DSCP Audit (Flow)

|

Action

104

Top Interface Bandwidths (SNMP)

= Lawbcion <~

TS S

Action

105
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Interface Bandwidth (SNMP)

Single Interface View - Over Time

Action

106

Interface Utilization (SNMP)

Single Interface View - Over Time

Action

107

Top Interface Errors (SNMP)
Action
108
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Top Class Drops (SNMP)

= Lawbctin =

Sometimes |7 Nice to Get an Empty Report

Action

109

LAB 5: Dashboards

and Reporting

= Create and View Dashboards

* Create & View Reports

110

Collecting Flows in

LiveNX

LiveAction

111
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Flow Collection

* The industry standard for flow type is “IPFIX”

+ Cisco uses sflow for certain devices types, such as Nexus 5k Switch

* Netflow is a brand name for Cisco Flow

« Like Jaguar is a brand name for an automobile
* Juniper uses a flow type called “jflow”

* LiveNX can ingest most types of flow
technology

= If a Flow Export is v5, v9, or IPFIX LiveNX
can gather that information!

Action

112

Configure NetFlow Monitoring (LiveNX Engineering Console)
* Two types of Cisco Netflow — Traditional and Flexible

« Traditional - an older flow type that uses a set record that cannot be configured
* Flexible - newer flow type that allows for more granular record configuration

* Traditional Netflow should only be used if Flexible is not available!
« LiveNX can discover what type of Netflow is supported and configure it for you!

« LiveNX will not let you configure both Traditional and Flexible on the same interface

Action

113

Traditional v. Flexible Netflow - Preview CLI

- v o=, SR ]

This points to your flow collector
(ie; LiveNX Node)

_W Action

114
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Enable Flow Collection Within LiveNX Engineering Console

Easily Setup Flow Configurations at the Device Level .
Action
Enable Flow Collection on Interfaces
Engineering Corsole
Configuring device on what to report WebUI
And LiveNX to accept the reports Configuring LiveNX to accept reports
waar
@~ e T
X0 accoptintermation from this do7ce
Setup Flow Configurations at the Interface Level
Action

116

Re-Direct Collected Flows...

* Ability to specify alternate
target for Flow Collectors

* LiveNX Node

* LiveNX Flow Replication
on Port#

nep-nenon

« Other IP / Port
(Gigamon, Samplicator,
SolorWinds...)

-esoepsoepsoe ]

,_
T
o

— Action

117
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NetFlow Collects Statistics on Packets as they pass...

NetPlow o
Koy Pieids | | [

1. Aflowis unidirectional

2. Defined by inspecting a packet’s key fields (common properties) and
identifying the values

3. If the set of key field values is unique, create a flow record or cache
entry

. Action
118
s wianissiewimRie: 1 est e
Netflow
By analyzing the data across e
interfaces and exporting the Netflow
data to LiveAction, a network
administrator can determine:
* Traffic source and destination \
* Class of service /ﬂ
* Protocol L o
* Ports = :
* etc... -
per device.
Action
119
Netflow Interface View
O = W KO RO
i . View quantity & type

of traffic traversing a
specific interface

Action

120
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Application Flow View

e

Logical Topology View
Single Click Drill-Down
oy p—= to Details
m:‘l’ e [E———"
*

Action

121

Filtering Topologies

Click in Filter Bar - Select Filtering Option from List

T4

oL

Start Typing and Click Filter by Application Name

Action

122

Other types of Flow in LiveNX

* NSEL Flow (Network Security Event Logging)
* Cisco ASA firewalls
« Zone Based Firewalls (ASR, ISR4k)

* Wireless Lan Controllers

=+ Cisco 3850 Switches

= LiveNXcan also ingest the following types of flows:

* Wireless Flow (SSID, Wireless Client, Access Point information)

* “Unknown" (SFLOW, IFLOVY, almast any flow technology using v5, ¥9, or IPFIX Export protacol)

Action

123

Page 41
© 2022, LiveAction, Inc. All Rights Reserved.



LiveNX Training
Student Guide

Netflow Performance Monitors; AVC & Medianet

* AVC and Medianet use a Netflow Performance Engine that captures

advanced metrics about a flow
= AVC (Application Visibility and Control) is Application Response Time (ART)

for TCP applications
+ LiveNX leverages AVC to assist users with troubleshooting TCP performance in the

network such as application delay, application response time, and network delay.
* Medianet is a Media Monitoring (MMON) engine that collects voice and

video performance parameters, such as jitter and loss, in a network

+ LiveNX leverages Medianet to assist users with understanding RTP (Video,
Teleconference, VOIP) Performance

Action

124

Netflow Performance Monitors; AVC and Medianet

* AVC * and Medianet * are available on:

+ Cisco Integrated Services Routers Generation 2 (ISR G2)
« Cisco ASR 1000 Series Aggregation Service Routers (ASR 1000s)

* Cisco ISR 4k routers.

* Cisco Wireless LAN Controllers

* LiveNX’s AVC and Medianet Templates may be pushed to supported
devices through its’ GUI

* Separate License Purchase From Cisco

Action

125

Network Based Application Recognition (NBAR2)

* NBAR2 uses the Service Control Engine (SCE) with advanced classification techniques

called PDLMs (Packet Description Language Modules). This engine inspects packets
through the actual payload of the traffic.

* Much more accurate classification of traffic rather than only based-upon IP and port number

* NBAR2 is Cisco’s standard cross platform protocol classification mechanism.

* supports <1400 application and sub application definitions.

« Cisco updates NBAR2 protocol packs regularly to match new application definitions.
* LiveNX recommends updating protocol packs as they come out.

Action

126

Page 42
© 2022, LiveAction, Inc. All Rights Reserved.



Liv
St

eNX Training
udent Guide

NBAR2

= How does Deep Packet Inspection help?
* For example, Most web traffic is HTTP
* IANA Port for HTTP is 80
* NBAR2 can still define the Application

e s S

W e e ) b 5 ahamiee - @ o

* LiveNX uses NBAR2 in Flow records for detailed application information
= You can use NBAR2 definitions for granular QoS configuration
= If your application is not known, you can set a NBAR application on the CLI

« If NBAR2 is supported, LiveNX will push the configuration to the devices
during Netflow configuration

. Action
127
IANA.Org
« If LiveNX is not able to get the NBAR2 application definitions from the
device:
+ Uses the IANA (Internet Assigned Numbers Authority) definitions for
Applications.

[y ———r— + - e

- Lo )

peeree

Service Name and Transporl Protocol Port Numl g

I
XEwx

Action
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Custom
Application Label

A Define Custom Application

Neme: LiveActonCoent
. Description: [This port i v for Lvedetion Sents Sommuricstir|

* What if you have your own

custom applications in the

Network?

1P Accress: Speafiy IF ranges (ex: 192,104, 1.1-200) of 002 IF per ine.

* You can go into LiveNX and
define applications based on
Protocol, Ports or IP Address
and see the application name Port: 200 Laye 4Protocl: | TOP v
vou desire

oK Cancel

Action
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Using Flows for QoS

« Quality of Service (QoS) refers to the capability of a network to prioritize provide

better service to selected network traffic over various applications

* Without QoS policies, each packet is given equal access to network resources.

* For example, Voice and Video applications are delay and jitter sensitive. If a FTP transfer and
a Voice transfer are both being processed through the same interface at the same time, then

the Voice transfer could have to wait until the FTP packets are processed. This could result in
dropped voice packets and complaints by the those utilizing the voice application.

* Using QoS a network administrator could prioritize those Voice packets over the

FTP packets, ensuring good quality for those utilizing the Voice application.

Action

©3132, Inwdcsce, ire. Mg Fauarved 1m0

130

Differentiated Service Control Point (DSCP)

L3 Clieanificutian FTF

+ Depending on your network, you

would define which traffic needs R T p——
priority, then mark the traffic with - o S —
the correct DSCP values. Ercadon| Vike o5 4 RECME
Nubivmeiis Conbew-e g AFey > RTCmur
Foul T e cauctwe =3 = RECuie
+ These values may then be used to | AbreseSyeareg | APM | n | ATCmar
give priority to traffic throughout the Oul Synalrg s A ke
network, specifying Per-Hop- | mldewyZue MR s RECwr
hh“iou'. o o8 o A=CMre
A gh Tz Date AF11 o RECmar
(LR o o e LLCE L
uw Pl Sula =1l L] R=C 962

Action
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Packets & DSCP Markings
| IPv4 Packet Header ————————————————
Data

IP Py Uhusefd

Diffser} Code Point (discp)] 1P EcN
J
MLL'H/-‘ M‘Llﬂb‘i
DiffServ Extensions P ECN Bits
. Action
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QoS

Techniques P—
9%

Class-EtreamingVideo
2%

Chass Vo
= After setting DSCP Markings 0% =

in your network you can " Class-Routing
easily conform the traffic to L
vour network needs with: Class-M ulcncu::;:
N
* Queuing Class-Callgigraling N
9 Avaliable
* Shaping Class-Transachonal s
£%

f dase-detaull
| o

* Policing Clsss-Networitlanagement

Action
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LAB 6 & 7: Working With

Flow and Customizing Filters

* Discover Flows

* |dentify Flows

= Create Custom Filters

134

r_.-

LiveNX

Implementation

LiveAction

135
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System Requirements

= Server Platform Specifications:

* VMware ESXi v5.0 or higher ~ VMware Hardware Veersion 8 (vmx-8)
= Network Hardware — At least two Physical NICS on ESXi

* Support up to 10 Gbps

*+ Virtual NICs on OVA are utilizing E100

P Concef
(POC)

<= 25 Denioes or <= 100 Devices or 100-500 Devices o
<= < <= 3

Small Medium Large Physical

S00-1000 Devices of - Upto 1000 Devices or

http://vaww.liveaction.com/support/specifications/

Min Requirements:
vCPY G

*BVCPUeonori7  » 16VCPU Xeonor i7 » 16CPU Yeon of i7
Gb R i

*16GhAAM *32GhRAM .6
* Max Hesp. . 1668

* 500G Dt Disk. * 278 Data Disk. * 478 Data Disk

3168

.6
*32vCPUMeon of I7 * TE8 GbRAM
* B4 Gb Rt * Max Heap Size 384GB
* MuxHeap Stze 3168+ 3278 Data Otk
« BTB Data Disk (1678 usable with RAD 10

Action

16
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Disk Sizing- SNMP
SNMP
* QoS, IPSLA, Interface stats, etc.

+ Raw data - never averaged on disk

* Poll rates and technology determines

utilization
LiveAction Recommends
* Router polling = 30 seconds

+ Switch polling = 1 minute or 5 minutes

+ Poll fewest technologies required

Action

137

Disk Sizing

SNMP
*  QoS, IPSLA, Interface, etc. stats

*  Rawdata - never on disk

7.3T0MM bave ce 10,000 BPA for bt perizrusce
RAD 10 for et pedonmance

—

+  Poll rates and technology determines

utilization

Short Term Flow = 90% of storage

*  Raw data - never averaged on disk
*  Flow/ Sec determines utilization
Long Term Flow

* 5 minute averaged on disk

+  Capacity Planning data
*  WAN data is default data sent here

Moot parforruunce and latwscy spec cation of focal dwe
433 umared v £ bt st

S0 secuestal a5 1 spend 1 secnertvlbhocks

0 SN MRS

We typically see:
1 year SNMP + Long-Term Flow

<=
1 Month of Short-Term Flow

Action
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Disk Sizing

SNMP [ Each LiveNX node supports ~76T8 disk space. Recommended way is to add each disk of 10TB ]

Aol retes o tectralegy drermines utkroen

Short Term Flow

T Fowiovh » £ e 08

13

o

NetFlow Bandwidth Overhead — Someone ALWAYS Asks!

156 303005 16300 W
09 1. s 160105 (%) @00 W)

6l 204 (10
»

£ 2 Twten %) 10 1%
w ST e (0 PRI
e T 1602 | 04N EETE)
o 8015w 205 |07 3966005 (0%
£l TS 115M0ps s | 00N Ahes (039
o W IrAEn e 7 (1%
2o RE Ten (02%) 1t 0N

10Mbps or
e e ]
Overhead 3% 2% 1% <.5%

Nate: the percentages represent the percent of bandwitth utilzed by Flow campared to rest of the end-user bandwidth. Each of these
examples has Flow configured bi-directianally on anly the WAN interface.

14

o

Disk Retention

Settings > Data Store Management > Nodes Data Store:

Admin can set:

« Data Retention policy
* Manual Purge

*  Backup
*  Mounting

Disk full = Automatic Purging i

Provision Enough Disk sP?“,{-. o Action

141
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Search — Data Bin

« LiveAction stores all data in the raw in the short term database
« LiveAction stores all data in the long term database with 5 minute average

* 1 minute bin < 1 hours search
+ 5 minute bin >= 1 hours search

Action

© 2022 Lidction, e, Al R Peserved

142

o . Hawve a plan for Semantic Data
Device Semantics...  (exeathreetiermodel

ACCIon’

143

LiveAction

144

Page 48
© 2022, LiveAction, Inc. All Rights Reserved.



LiveNX Training
Student Guide

NetFlow Best Practices

+ Use LiveAction to deploy NetFlow
+ Use Flexible NetFlow when possible*

+ Use NBAR2 and standardized on Protocol Pack
+ Use NetFlow v9 or IPFIX

Enable Flow on the fewest interfaces possible
+ Medianet and AVC on WAN interfaces only for routers
+ Use good IOS for Medianet and AVC

*with good/modern 10S

R Action

145

NetFlow - Configuration Management

e ——_—

Use Best Practice NetFlow
templates built into LiveAction

=

Note: LiveAction Support has configuration guides for enabling flow

~— for platforms that may not be part of this configuration wizard.

Action
146
NetFlow — Flexible NetFlow
-Lm - ]
Action

147
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NetFlow — NBAR2
audio-over-hitp cisco-jabber-audio
net-audo streaming B

in wdeo-streaming 9 t.l;c: 1;t« ‘"-‘

@ el

; . apple-app-store google-docs ci

-l apple-ios-updates goagle-earth

netile apple-senvices google-play

:'muo'r; mac-osx-updates google-plus

rhapsody itunes google-services

dropbox itunes-audio aalk

e itunes videa eralkvideo

cak-ofduty facetime

twitter
sip

youtube oy
skany

facebaok teleresence-control
webex-media
webex-meeting
webex-app-sharing

wikipedia - .

hitp This is a sample of the applications found on a

hul X X .

s LiveAction Customer’s Network via NBAR2

yahoa-mail Action
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NetFlow — NetFlow v9 or IPFIX

IPFIX = IP Flow Information Export
You can think of IPFIX as IETF Standard NetFlow v10

NetFlow v9 and IPFIX are template based — Allows extensions for inserting extra data
into the Flow records
IPFIX allows for more fields and that can be variable in length

.

IPFIX allows a vendor proprietary information

Example IPFIX variable fields:
T
827:2 ads:2 248:3 829:2 pixel;r=1608579339;fpan=0,1pa=P0-322201277-

1287906563231;ns=0;url= httpRIAK2FR2Fw: 981:3 I :2914:2 461:2
cgrbin:6 915:2 ad:2 462:2 adcedge:2 839:2 quant.js:2 api:3 761:2 notke.do:2 _vti_bin:2 jaction:2

thumbnails, bluim.com images:10 7-

1287906563231;ns=0;url=http%IAK2F%2Fw:2 features:4 shows:6 adServer:2 captions.xml:3 pagead-9
499:3 live streams:2 b:3

us.beyahoo.com 8:1

NetFlow v - RFC3954
IPFIX - RFC5101

Action
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NetFlow — Where to Enable Flow?

The Fewest Interfaces Possible!
Why?

* Most Efficient
+ Lowers CPU, bandwidth consumption, disk space

Routers
+ Usually WAN Interfaces Only

Switches

« Watch CPU if lots of interfaces are enabled with Flow
« If switch only supports ingress Flow, use fewest interfaces that
provides required visibility

« If switch support ingress/egress Flow, typically only uplinks
required

Action
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NetFlow — AVC/Medianet

« AVC/Medianet enabled on fewest interfaces possible
o Enable only on WAN interfaces for routers
o L2/L3 uplinks only on switches

Modify Interesting traffic class-maps where applicable
class map match any LIVEACTION CLASS AVC

match access-group name UVEACTION-ACL-AVC

class-map match-any UVEACTION-CLASS-MEDIANET
match protocol rtp

match protocol telepresence-media

Note: LiveAction Support can provide additionol details and 105 data.

R Action’

151

LiveAction

152

/ﬁg_ LA
AN N T _’l
AN T T T T T Remote Site3 )
AN
NI Se®” )
Provide QoS for:

+ SNMP, Flow, SSH/Telnet to devices
* Nodes Communicate on TCP 7026

— Action

153
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. . Have a plan for Semantic Data
Device SemanticS...  (oueathreetiermodel

JACTIONT

154
Semantic Data - In Reporting Example 1
Flox Search ©
flow e 196 18 128 80 | fow 2pp=TRAINING Configure Reports with Flex-Search using Tags
Ekme . (Semantic Data)

Show me Custom Application Training Bittorrent data to or from 198.18.128.80

Action

155

Semantic Data — In Reporting Example 2

At Saaren ©

WaN & 130eNizzt Sfcmazpers

Show me RTP data from WAN interfaces, that have West as a tag

Action

A1 g Peserved
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Semantic Data - In Reporting Example 3

= Lhewtor =

Unknown and Intemet are created from address ranges without a site:
Public addresses not assigned to a site will show up as Internet
Private Addresses not assigned to a site will show up as unknown

Action

P T TR —

157

Semantic Data - Sites

* Descriptors of the Site

* Tags

+ Data Center

+ |P Address Ranges

* Geographical Location (Region, " ==
Country, City, etc) = =

158

LiveAction

159
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Agenda - Day 2

= Quality of Service
* Concept Overview
* Classification & Marking
* Queueing & Shaping
* Policing & WRED
« Buffer Tuning
* QoS Best Practices

* LiveAction SD WAN
+ Cisco/Viptela SDWAN Overview

+ LiveNX —SDWAN Integration Overview
+ Day 0: Cisco SD WAN Planning for Deployment

* LiveNX - SDWAN Onboarding

+ Day 1: Cisco SD WAN Policy Validation and Intent

+ Day 2: Cisco SD WAN Operations

Action

@

160

161

LiveAction

Agenda - Day 2

* Quality of Service
+ Concept Overview
* Classification & Marking
* Queueing & Shaping
* Policing & WRED
« Buffer Tuning
* QoS Best Practices

* LiveAction SD-WAN
« Cisco/Viptela SDWAN Overview

+ LiveNX —SDWAN Integration Overview
+ Day 0: Cisco SD WAN Planning for Deployment

* LiveNX SDWAN Onboarding

« Day 1: Cisco SD WAN Policy Validation and Intent

+ Day 2: Cisco SD WAN Operations

Action’

162
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Quality of Service

LiveAction

163

How to Implement QoS

Step 1 - Recognize Application Traffic (Classification and Marking)

Step 2 - Prioritize (Queuing and Shaping)
Step 3 - Throttle Traffic (Policing and WRED)

Step 4 - Buffer Tuning

Action
164
Step 1 - Recognize Application Traffic
Classification and Marking
. = =5
i i
* ACL~Match SRC/DST IP addresses & port numbers
* DSCP- TOS byte QoS markings
= NBAR - Protocal discovery by Cisco devices
Action

165
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Step 2 — Prioritize

Queuing and Shaping

= Priority Queuing - LLOQ
* CBWFQ- Guaranteed bandwidth

* Shaping - Transmit data to software set limit,

buffer and queve overage
Action
166
Shaping (or Scaling)
A6 Pealtime
15% Signaling
10Gbs =*
m cam o
S Besifor — 16
SHAPED
BANDWIOTH
ORIGINAL LINK SHAPING
BANOMIDTH
Action
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Step 3 ~Throttle Traffic
Policing and WRED
+ Policing - Transmit data to software set limit, drop overage
* WRED - Selectively drop specific data before congestion occurs
Action
168
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Step 4-Buffer Tuning (advanced)

-
Yom s

* Queue-limit - Buffer size that stores queue data during
congestion

* Priority queue BC - Token bucket interval that schedules
the releases data in priority

Action
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i___

W

QoS Monitoring &

Configuration

LiveAction

170

LiveNX QoS Baseline

= Configuring QoS Control on the network is very important, but if you

do not have a good understanding of your current network traffic...
implementing QoS could cause issues.

* You can baseline your network performance with NBAR2 reports or

Netflow reports before implementing QoS Control

* Baselining allows you to see current traffic trends and understand if
your policy will meet your network needs.

Action

171
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Historical QoS Class View/Reports

oot o B -m.—'——— Historical reports from these options

NBAR and Post-Policy

Historical reports from
“Reports* Option

172

Discover QoS Policy Enforcement Points

e —
LiveNX discovers the topology & connectivity, and shows QoS Policies

applied to Interfaces & status i1
¢ 23
N G
1941-WAN-67_113
O 2021.0emo-87_111 1 L

172.16.67.111 - 2.16.67.113

o ah
G A d
e, oer Local
[ o
™ 1zer02e Favii1
[ B e oo™
. Action
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QoS ACL

* What is an ACL (access control list)?

* In the Cisco 10S, an access control list is a record that can be used to identify
traffic, which can even be used to manage traffic.

« After identifying that traffic, an administrator can specify various actions that can
happen to that traffic.

* You can use an ACL as a packet sniffer to list packets that meet a certain
requirement. For example, if there is specific traffic on your network that you
want to match for a QoS policy, you can use an ACL to identify that traffic to
better control it

Action

174
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QoS Policy Detail Display

ACL applied in this direction
10 this interface - could deny some traffic!

Ed@;‘)

g |
W
Locat Branch2-NY N 7 oot contains -
198.19.2.1 / - Interface Detais
Sep 20,2021 12:58 AM :;:‘1‘}0';::’
- Bandwidth
From the CBQoS MIB!
-, -
i men——— 1920 Action
175
QoS Device View
Policies applied ;r\ interfaces
Action
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QoS Troubleshooting

QoS class color shows class drops

* Real-Time QoS Issues

p . QoS Class

Drop
tion
178
Track QoS Performance & Policy Validation
Visualize QoS Performance Show Impact of QoS Policy
A Policy appiied to Police
Wdeo to 512 Kbps
Action
179
QoS Dashboard
T I.JI.IB—II. NBAR,. . gscios g )
Action
180
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Troubleshooting - Real-Time QoS Alerts

User-defined thresholds| *
can be configured to |
Click on an Alert Type to me&;;l:: when
Configure e o

Action

181

Troubleshooting — Auditing QoS Policies

ok ek wl bt et iopee
son | e, 10> sms

Single-click!

Action
LiveNX QoS Configure
* Full MQC (Modular QoS Configuration) support including WRED, CBWFQ, Priority
Queuing, Shaping
« Read pre-existing QoS policies already configured on devices
« Take snapshots of current QoS configuration for future use
« Apply or remove QoS configurations quickly and easily across multiple interfaces
« Copy QoS policies across multiple devices, including associated ACLs (Access Lists)
« Hierarchical policy creation for advanced configurations
* CLI command preview before applying policy
* Rollback to previous policies at anytime*
« Built-in rules for QoS settings that highlight violations
Action
183
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Step 1:

Classification &
Marking

LiveAction

184

Recognize Application Traffic

This may be the hardest & most important part

Step 1 Day 0: Application Landscape
Step 2 - Use Filters/Search to identify traffic in LiveNX

Step 3 - Use visualization & reports to confirm traffic
Step 4 - Standardize on DSCP values
Step 5 - Use visualization & reports to validate DSCP

Step 6 - Update QoS policies on routers/switches/etc.
Step 7 - Confirm QoS policies via visualization & reports in LiveNX

Action

185

Classification: Day 0: Application Landscape

« Step 1: Review customer’s critical applications
* Step 2: Review LiveNX Flow Reports to understand application usage:

« Application Report _
« Interface Bandwidth Summary ... o

* IPs &Ports E

+ Site Traffic e ——

* Destination Site Traffic e i et e
* Source Site Traffic o 3 : -

Action
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Classification: Create Custom Filter (WebUI)

187

Classification: Create Custom Filter (Eng Console)
| B retsegies v
. m Action
188

Classification: Copy Voice Filter

+ Find pre-canned Voice filter

+ Copy and rename it

5 -

Action
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Delete unused Entries

Classification: Delete Unused Entries

+ VolP 7 \
e Ventrilo TCP =,
+ Ventrilo UDP

7ACLIUN

190

Edit Entries:
« h323
« RTP
« SIP

Add Entry:
* MGCP

Classification: Add/Edit Entries

= seAction

191

Classification: Edit Entries

MGCP
TCP/UDP = Src or Dst = 2427 2727
TCP = Src or Dst = 2428

H323
TCP/UDP = Src or Dst = 1718 1719 1720

sip
TCP/UDP = Src or Dst = 5060 5061 5062

RTP
UDP = Src AND Dst = 16384-32767

4 Brotocsm. 3] 310 Zrem i3 ZX7) AND (Dutmih T

/ACTION

192
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Classification: Voice Filter is ~95 accurate
W o

o

* MGCP
= Skinny
+ h323 e

« RTP
- sip

Note: There will likely be a false positive or two with this Filter Action

193

Classification: Voice Filter is ~99 accurate
(-
Add CallManager Server(s) IP
address to Filter For:
« MGCP
« Skinny
« h323
« SIP .
If feasible, add voice subnets to: /<
+ RTP y
e - =
Action
194
Classification: Display Filter Colors
(S P S P Cann . — 4
F e
A
N . \,
mLs X 1 ) InTeRNET
~N, e L
Selective Views
Always be aware of what you are viewing! /\Cthﬂ

195
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Classification: IPs & Ports Report
Use this report

to validate

Filter's
Accuracy.

NBAR2 is your
« wwr Friend!

If NBAR doesn’t

il

fulfil your needs
use Custom

. Applications

Action
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Marking: Selecting DSCP Values

Class Type
Osco Name/ AFCASI4 Mama

& W B (%)
s @)

AP41134) AP4z (36 A4 ang

€ (4] )
S5
Sepisi] AFILIE) AFIZ 128 AF3 304
AFILI6) AFRH) 433 130) ——
sl
= 53l S0
i csa (e
2116 csé e 2016

AFLLIIE) AFIZIA0G A2 2}

ATAL{4) AFAZ (36 AT43 (b
APILUE ATIZ (I8 APIS 0k
AFILIIE ARZ{2G AF2I Q2
AFILE0H APIZ{33) API3 (4}

APAL (M) APA2(36) APe3 ()
AE2L(18) AF22(20) AFZ3 122)
AFIL(10) AFI2(12) AFLI(4)  AFILI0) AFIZ (33} AFIS 14

oL st

LL.) L] BEM

These are just Cisco’s recommendations - all values are arbitrary!
You can use any of the 64 values, but you will see these most often.

Action
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Marking: DSCP Visualization

Look for BE traffic, Why is there any BE VolIP traffic?

v

Action
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Marking: DSCP Report Is there any BE VolP traffic?

Marking: User Filter DSCP Audit Where is the BE VolP traffic?

h is helpfull

f
E
¥
i
i
§ 3
&
£ i
H Q
[REEED ® b
1
a

BEFHELEEE

Marking: Application DSCP Audit Where is the BE VolP traffic?

is helpful!
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Is there any Rogue EF traffic?

Action
202
Marking: How to Mark
faoooeg ]
|Blan] s )
1] ] £
To Classify: Use ACLS, DSCP, & NBAR2. Then mark with appropriate DSCP. .
Action
203
Classifv: Where to Mark
B Note: Best Practice
T T?‘i—‘- - T _‘."_v:‘}
a2 t.2 -~
Mark on LAN Ingress, | - P \ o
Flow marked end tcucnld ] &0z \} :
P O e
9 £ /y~ s
B 2 L
Action
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Classify: Where to Mark Note: Try not to do this!

\
If you mark on WAN Egress, Flow will look 's;.f - 1["
like this and will not gport well In LiveNX. y.

This is due to 10S order of operation f

o e I

ction

205

Classify: Where to Mark

Policing can be used to mark traffic, it is best to do this type of configuration on LAN ingress too

3
aflaala els

Action
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Classify: Next Steps?

1. Use same visualization & reports to validate polices
2. Repeat these steps for all important applications

Action
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Lab: 1 & 2 Config &
Classify / Mark

* Run Reports

* Recognize application traffic
* Mark

* Validate DSCP values

208

Step 2:

Queueing & Shaping

LiveAction

209

Shaping: Throttle Traffic via software & Queue

40% Realtime

10%
15%

o

5%

s% BestEffort — 0%
SHAPED

BANDWIDTH
ORIGINAL LINK SHAPING
BANDWIDTH

Action
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Shaping: Throttle Traffic via software & Queue

Conform to Provider's CIR

1Gb Interface 1Gb Interface

! Dry . q

No Shapil
ping 100Mb CIR 100Mb Shaping 100Mb CIR

1Gb Inte%%t‘:o’m to Network Limitations

S D

100Mb Shaping 100Mb Interface
Action
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Shaping: Configuration
alm|m|n]
= 1§ TRAFFIC_SHAPING_S_QUELEING [T I T T L
=
QUELEING
Mares Clwe Lotnd

Best Practice is to set CIR, BC, & BE:

Shape average <CIR> <Bc> <Be>
Bc= 1/100 of CIR
Be=0

[2 Commnetturs. [169% y

Preeae: [
Shape average 1544000 15440 0 -

Action
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Shaping: Configuration

10Mb ‘ >3

@ NoQos w5

This design requires a Multi-Class Hierarchical Policy
Since the provider doesn’t have QOS, you must do it

N D

213
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Shaping: Configuration

B ?j MULTT-CLASSHEIRARCHICAL SHAPING

sl T " E ) -
i | Mk | Qurwing| e | S| Comem

Ivumlu 152 268.1.00,0.0.255 152.168.2.00.0.0.253

me D

Sl — —

= & eAction
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Queueing: Selecting Bandwidth Allocations

good starting points.

— — recommendations, these are

Mtimess Corleercrg — — LiveNX is great at helping with

% this!
08 1

aus

10%
™ »

T
T
T T »

Chass Typu
Mame
Rovting / Networt Control
Maragemere / P -
Operstions Adm rvatratice, Managenest (OAM | Pemaring

.

- ™ »
Action
215
Queueing: Understanding Traffic
This is how one voice call looks:
.
1x G.711 Call is ~82 Kbps
1x G.729 call is ~ 24.6 Kbps
Consistent pps = no burst
. Action

216

Page 72
© 2022, LiveAction, Inc. All Rights Reserved.



LiveNX Training
Student Guide

Queueing: Understanding Traffic

This is how 3 voice calls look:

1x G.711 Call is ~82 Kbps

2x G.711 Call is 164 Kbps
3x G.711 Call is ~246 Kbps

Etc...

No Burst = No Buffer Tuning

. Action
Queueing: Understanding Traffic
This is how one video conference call looks:
B ———
Resolution 1080p 720p
Quality Best Better Good Best Better Good
Frame Rate 0 30 3 30 30 20
Bandwidth avb 35Mb 3Mb  225Mb 15Mb  IMp
Max Burst jor.ag 128K 128K 128K 128K 128K 128K
@sian Video Queues by 20% & Tune@
Action
Queueing: Understanding Traffic
Know critical apps SLA Targets!
Parameter voIP Traditional Video HD / Immersive Video
Bandwidth 8-90Kbps 3 1.5 - 12.6 Mbps + network
Latency 5
Jitter 30-50ms
Loss 1%

Treat with Care!

Action
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Queueing: Understanding Traffic

Voice = LLQ /Priority Queve
Video = ?

Action
220
Queueing: Understanding Traffic
Voice = Priority Queue/LLQ
Video = Priority Queue/LLQ
**Always put Video in its own unique queue**
Action

221

Queueing: Sizing/Capacity Planning

Network > Interface Bandwidth Summary Report

Intertace Bandwidth Semmary

If Classification & Marking are in place, Flow is a great way to do queue sizing

Action

222
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Queueing: Sizing/Capacity Planning

Pre-Policy QoS Report is a Great QoS Sizing Report

g e o e

This report shows the volume of bandwidth of each queue before QoS is actually applied

Action

223

Queueing: Capacity Planning

QoS Drop Report can also be a QoS Capacity Report

e s ovemmrm
[emes | b [smeenlsbmsa]

This report shows the volume of traffic dropped after QoS is applied. This can be good for finding

gross sizing errors. But is not the whole story, fixing drops may also required buffer tuning too!

Action
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Queueing: Configuration 575 .
o Sowe sy HH ﬁ =

i bt

Match on DSCP e d it des

Uows s | mman] o] 4oy e | t00] 0| e |

Action
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Queueing: Configuration

Order Queues based on priority. =

Queues are match in a top-down order, so [ emdsie
s | Arwa| dmars] Ao Feral Concewmn | WIS 08| Urnezernd

this helps ensure priority traffic is matched s
by the appropriate queue if there are -
configuration mistakes. It does not change

the priority of traffic transmission.

Action
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Queueing: Configuration

el om i
o ad v
V| My Sy | ] | ororm | 0 | | chomn |

Voice = Priority Queue
Video = Priority Queue (usually)
Everything else = Class based

Default = Fair Queue (optional*)

“There will be more drops with fair-queue

Action

227

Lab: 3 & 4 Queueing and

Shaping

= Prioritization (Queueing & Shaping)

« Capacity Planning Reports
= Configure Queueing

= Configure Shaping
* Create Validating Policy

228
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-

S
-

Step 3:
Throttle Traffic

LiveAction

229

Step 3 ~Throttle Traffic (Policing and WRED)

« Policing - Transmit data to software set limit, drop overage

* WRED - Selectively drop specific data before congestion occurs

Action

230

Policing

Chazify | Mabirg | Quacrr, kNG | Sascan, | Curgrissar | WhED |
7 trabe posens

e T |
[ Fescrtonesnzse [

I Comereted borwe: [0 byme .
Feuwows  [L00 Lyss v -
centoe actur: [raar - = -

e
ikate sctiors [Detact) v I Police Interactive Video to 512 Kbps I

Best done on LAN ingress close to source

Action

M A g Pessrvad Y
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WRED - Weighted Random Early Detection

WRED allows you to randomly start dropping data before the queue is full, to try to avoid congestion (tail drop).
Min Thresholds is when random drops begin. Max Threshold = Tail Drop.

What is a Queue? It's a "holding tank” for when there is too much data to be sent
Default queue depth is 64 packet. When queue is full, "tail drop” begins
Can provide “queue in queue” like functionality

acoes s vl

I b1 i o e
00w hrem

oty Nk Qmam | ok ]| Corermsen. W | .| nmemrid
coume owratan g o7 <]

T

[

Z veree stasrmetive.

232

WRED - Warning!

* Will cause more drops (harm) than normal, if not tuned correctly

* Typically, only effective if multiple DSCP values are in a Queue

Vepee Cons Cutnd-

T -
1D v R

Conaty | Moty | Qe | Pokng | Saper] Comprasmun WIS | .| Lomamarmd

Catodom &g robahty g [ |

7 s cngution ot tcaeen
" Expoentis wsgped consarts [

Action
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Lab: 5 Throttling & Policing

* Throttling Traffic (Policing & WRED)

* Implement Scavenger Queue
* Police Queue

234
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Step 4:
Buffer Tuning
LiveAction
235
Step 4-Buffer Tuning
(Advanced)
=1 )
gl it
* Queue-limit - Buffer size that stores queue data during
congestion
« Priority queue BC— Token bucket interval that schedules
the releases data in priority
Action
236
Buffer Tuning

= Only really needed for critical, but bursty queues — VIDEO, Citrix(VDI), etc.

VIDEO Queue Config=640K

HEL Flow Reports=450.5K Peak
SNMP Reports~539K Peak

But there are Video m
. 8 - We need to tune the Video

buffer size

Action

237

Page 79
© 2022, LiveAction, Inc. All Rights Reserved.



LiveNX Training
Student Guide

Lab: 6 Buffer Tuning

Interface’s hold queue >~ total of all queves queue limit

Show interface shows the size of the hold-queve
Output queve: 72/1000/1732089236 (size/max total/drops)

policy map Z QUEVEING
class CZ_\VOIP
pricrity 8 12800¢
et

class VOIP_SIGNALING
bandwidth 60
queue-limit 512

Action

238

Lab: 6 Buffer Tuning

= Buffer Tuning

* Video Queue Performance Tuning

239

QoS Deployment
Strategies

REVIEW

LiveAction

240
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QoS Deployment Strategies

Step 1- Deploy QoS in Phases
Step 2 - Use NetFlow Tools to Understand Bandwidth Usage
Step 3 - Understand Application Details

Action

241

Step 1: Implement QoS in Phases!

Do the WAN

THEN do the LAN

Action
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Step 2 - Use NetFlow Tools to Understand Bandwidth Usage

*Use minute by minute reporting (no Averaging)

Action
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Step 3 - Understand Applications Details

Action

244

Step 4 - Get Business’ Buy-In

Action

245

Step 5 - Understand the Network

ISR, www.cisco.com/go/srmd

ISAG2,
o m
Catatyst

S v o S R 2
5750, 3536 Medinsst Canpen 0t Design 40

—

=-| 4500

.ﬁ . With switches, start with SRND4 Auto-QoS where possible
n 7000

Action
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Step 6 - Have a plan
Action
247
Step 6 - Have a plan
LS s A
;» -
e T
-
-: :
Action
248
Step 6 - Have a plan
..
Action
249
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Step 7 - Use QoS management Tools
r."f...‘.., ey gy (73
Action
250
_ Step 7 - Use QoS management Tools
Action
251
' Step 7 - Use QoS management Tools
Action
252
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SNMP Polling Interval

LiveAction Recommends
« Router polling = 30 seconds

« Switch polling = 1 minute or 5 minutes
« Poll fewest technologies required

i

o jmcu

i1

253

Alerting — Customize Triggers

Action

254

Lab 6: Finish The Labs

* Including Lab 7: QoS Alerts

255
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What'’s Next?
SDWAN
LiveAction
256
Agenda

* Cisco/Viptela SDWAN Overview

* LiveNX — SDWAN Integration Overview
* Day 0: Cisco SD WAN Planning for Deployment

* LiveNX - SDWAN Onboarding

* Day 1: Cisco SD WAN Policy Validation and Intent
* Day 2: Cisco SD WAN Operations

Action

257

LiveAction

258
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SDWAN Basics
vEdge — SDWAN Edge

Router

vManage — SDWAN

Manager

vBond — SDWAN

Cloud Data Orchestrator

Center

vSmart — SDWAN

DO 66 BN

Small Office
Home ~
Office

Controller

Action
SDWAN Basics
vManage
@ ==
3" Part
@ R et
= 206
vSmart Controllers
" mpLs o 46
"fl‘:isr“
e < vEdge Routers
HEEBEEEEEE
T Action
SDWAN Basics
vManage Integration
@ ==
3 Party
@ ADSIyticS Automation
= 200
vSmart Controllers
PLs N 46
C mer S
o - vEdge Routers
BHEEEEREBEEE
B — Action
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LiveAction

262

LiveNX and Cisco SD-WAN Viptela Overview
LiveNX receives data from the vEdges and vManage

‘@Ig * vManage
LiveNX * Inventory information is pulled to onboard the SOWAN devices
— * Other information like routing tables is used to populate site info

By * Tunnel health (BFD) loss, delay, and jitter measurements are pulled
Alarms * vManage alarms are pulled every 5 minutes

REST API - vEdge

g Wanage * LiveNX polls vEdges via SNMPv2 or v3 for device statistics (interface,
L cpu, memory, etc)

00 vmart * vEdges export cflowd to LiveNX collection nodes which includes:

- * source & destination address and port info for each flow
a * Byte and packet counts per flow
+ Each flow also includes an App 10 which is the application identified by the deep
packet dge

irspection engire on the v
Cisco SD-WAN Viptela o

{11 idectionsl Forwarting Oetection e e Action

263

Network Preparation - Summary

Required Tasks

* Collect management IP range for the Cisco SD-WAN (Viptela) vEdge routers
+ Enable SNMP v2/v3 RO access for LiveNX monitoring

+ Collect SNMP v2/v3 community/password
* Configure centralized data policy to enable Flow on LAN Interfaces

* Set Flow active timeout = 60 sec
* Set Flow inactive timeout = 15 sec

+ Collect vManage hostname/IP address, username and password
+ Used for polling northbound API’s from vManage (Inventory, BFD, Alarms, etc)

R Action’

26
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LiveAction

265

Day 0: Design Baseline performance for policy design

= || Sm— —

* Site to site traffic type and paths + Agp Group behavior « Service Provider
+ Provides data for + Policy design inputs: + Path design inputs:
+ Selection of initial pilat sites * App consumption patterns - * Which telca infrastructure path they
bandwidth, class should apps take, site by site.
* Usage patterns
+ Performance baseline - know + Picking apalication to include in app
* Site to site traffic behaviors targets for SLAs route policies

* How SD-WAN enabled vs non SD-
WAN traffic maybe handled during
deployment

R Action

266

LiveNX SD-WAN On-Boarding

Required Tasks
* Onboard SD-WAN devices via LiveNX

integration with vManage (via REST API).
This simplifies: '

* vEdge router discovery

* Monitoring of WAN and LAN interfaces
= Automatically sets network semantics

including sites, WAN links, service providers,

site IP prefixes, etc

« Confirm reception of Flow on vEdge
Routers

* Confirm BFD data from integration with
vManage

S— Action
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LiveAction

268

Day 1: Verify
Policy verification at scale

et ] || pdtdssntid

[ 3

¢ Toaspon view * Virtual overlay view * Custon Reports.

+ Gesmap

* $tmtoShe dagramVerifylegacyandSD-  + Verify vEdge o cEdge transport VPN cormecti
Ay verity she 1o she behavior daing VAN COPRTCIG e DeRwt 10 5P network and performance "
e

* Verify pallcy enforcement: * InfOut bound rescurce allocation
* Verify application and user traffic is *+ Bandwidth

associated to correct service VPN . s iter,

* Venfy spiit handling of legacy traffic .
Action

and SD-WAN traffic

269

Verify that your control policy is working as

intended

* Full Mesh or Hub&Spoke? ]

* Use the Geo Topology map to
visualize your data plane topology

[= ..
= Apply a VRF filter to see the data

tunnels only for that VPN

Action
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. . . * Use the Sankey Diagram to visualize which
Verify Application traffic is going over which WAN transport

Topology Map

Aware Routing Policy « Launch from Site-toSite story or from the Geo

Tonseal Brarchi-<hicago 5= 01 2an Jeue

Action
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Use the Playback feature to verify traffic steering

* Does critical traffic get steered Q

to the alternate WAN transport

when the preferred tunnel : = 2 [ =
suffers an outage or brownout 4 |- I
+ Setthe time interval at the top - - N 8
of the diagram to capture the — — -—
problem event . und

= Use the playback at the bottom
to visualize the traffic moving
between transports

R Action

272

LiveAction
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* Enterprise visiility - multi-vendor

* NOC Operation workfiows .
+ alerting, dashboards, reports, capacity
planning, integrations
* Situational awareness:
*+ Sites
* Applications
* Service Prowiders

Day 2: Scale and Operate
Performance insights for optimization and rapid troubleshooting

\

* Visual path analytics

Verification of policy changes at

saale

* Understand app path switching

* site 1o site tunnel

performance correlated to . c ca lssuss and sacurity
S evioe provider and pallcy application performance issues and security

thresholds

_’ e

irnestigations

Action
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* Here we see all tunnels are red

* LiveNX is using the

loss/latency/jitter statistics to
show SLA violations

Use the Geo Topology to monitor tunnel status

e

Action
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* Here we see all tunnels are red

LiveNX is using the

loss/latency/jitter statistics to
show SLA violations

* Click on a data tunnel to drill into
the tunnel status for each SLA class

Use the Geo Topology to monitor tunnel status

i

Action
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Cisco SDWAN Performance The SDWAN Dashboard has

many widgets that put site
Dashboard health at your fingertips

277

There are also pre-
configured SDWAN

report templates

Action

278

SDWAN Application Vs. Network Performance

= These reports will draw on all
data sources:

* VManage API .

* SNMP
* Flow

* These reports put operational
details at your fingertips

o

Action
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Site To Site Analysis Story
Quick view of traffic between e
sites
Action
280
Site To Site Analysis Story
Mousing over any one of the sites allows to see site specific stats
Qicking on a site will launch the Sankey Diagram of all traffic for that site
TN
/ i i 4
B Action
281
Alerting
* In addition to the O~ ROCROTOCICNCINET
standard LiveNX alerts = —
there are speafic SOWAN
Alerts

* LiveNX imports viMianage
Alarms via the API

Action
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Alert Configuration

* Al the Cisco SD-WAN
Integrations alerts are the ones
imported from the vivianage
alarms

+ Any vManage alarms to be
displayed must me enabled
here

* Itis recommended to only
enable the vMa alarms

that are of particular interest

Action
283
Cisco SD-WAN SLA Class Path Change Alert
* SDWAN specific alert generated by LiveNX based on the (NOT imported g
+ Should be fired when a tunned has an SLA dass change
. - o e e o e ]
Action
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Launch the

SDWAN

Learning Labs...

285
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LiveAction

LiveAction Support

« Global support
* Contact uonaniicactioncom
* Call: 408-217-6501
*  MondayFrickry Gam - 7pm Padific Time
* 24x7 Priority One support
* "Resources” website
. ) .
* Product Downloads - Release notes
* Koowledge base
* Doaurentation
+ Trainirg Vickos

* Professional Services has many offerings to assist you in your deployment and network
maintenance

+ Contact sales@IveALANLON

. Action
Training Resources
You will get these resources in an email
= Videos: httos://uonecli tion com/| xideo
* Tips and Tricks: https://vavwliveaction.com/tips-and-tricks
= White Papers: httos://uoww liveaction o L a white napers solution hriefs

* Documentation: hitpsi//docs.liveaction.com/

Action
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Course Evaluation

We'll use this information to improve our courses and teaching methods. Please
enter as much comment material as you'd like... the more info you add, the better

we’ll get!

Point your browser to: (This is also in the email!)

http://www.surveygizmo.com/s3/2657898/312e4e3f5212

Please select Instructor and Course info...

* Course: Intro to LiveNX
* Instructor Name: David Lau
Thank You in adh for your par

Action

P T TR — m
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Thank You!

LiveAction
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