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Agenda—Day 1

* LiveNX Architecture Review * Flow Collection Overview
* The LiveNX WebUI * LiveNX Client
* Dashboards * Dashboard
« Sites/Devices/Interfaces * Reports
* Reports * Topology Navigation
* Stories + Add & Manage Devices
* Scheduling

* Topology Navigation
* Custom Reports i .
* Grouping & Objects
* System Management ) i
) o ) * Device Semantics
* Visualizations & Troubleshooting )
) _ * QoS Overview
* Voice, Video, Delays

LiveAction

2019Apr01 © 2019, LiveAction, Inc. All Rights Reserved.

Agenda - Day 2

* Implementation Best Practices * LiveAction SD-WAN
* Concept Overview

* SD-WAN Fundamentals
* SD-WAN Deployment

* |Installation Considerations

* Deployment Strategies

* Quality of Service  SD-WAN Operations
* Concept Overview * Troubleshooting
* Classification & Marking * IWAN Cheat Sheet

* Shaping & Queueing
* Policing & WRED
* Buffer Tuning

* QoS Best Practices

LiveAction
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Prerequisites

* You already:

* Have a basic knowledge of applications, networking, and protocols...

* Understand TCP/IP, network addressing, and subnet masks
* Know basic router & switching concepts

* Manage NetFlow devices within your environment

2019Apr01 © 2019, LiveAction, Inc. All Rights Reserved.

LiveAction

LiveAction
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cisco
Preferred

Solution
Partner

2014

1o

2017 2018
LivingObjects Packet Capture
Service Providers & Analytics

Simplify the Network INSIGHT el
VENTURE PARTNERS CISCO.

2019Apr01 © 2019, LiveAction, Inc. All Rights Reserved.

Complete Solution

LiveNX

For Enterprises For Service Providers
L ) O
W @
LiveCapture Insight LiveAgent LiveUX LiveNCA

User Experience

N Network Configuration and
Monitoring

Automation

LiveAction

Omnipeek Predictive Analytics End Point Visibility
Packet Capture and Analytics

2019Apr01 © 2019, LiveAction, Inc. All Rights Reserved.
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Driven by our patented Visualization engine

Enterprise Visibility Transport View Virtual Overlay View

2019Apr01 © 2019, LiveAction, Inc. All Rights Reserved.

12

LiveAction Technology 2019 | S

View

Single Pane of Glass

System
View

Tool consolidation

Consistent Look and Feel

Branch
View

Accessed via tabs on LiveNX or
LiveSP

Device
View

All products connected via Single
Sign On and delivered in common
distribution

Packet
View

© 2019, LiveAction, Inc. All Rights Reserved.
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Browse to... www.LiveAction.com

A AB €D

B Mot Vseed

/Action

Be a network know-it 3
’
>

MEET LIVEACTION

LiveAction is defining the next generation of network management
See IT now. Find IT fast. Fix IT forever

® Q@ ¥
Iy 1N
EE. FIND.

S FIX. TUNE.
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* Distributed Computing Architecture

¢ Client

* Server

¢ Collector Node

LiveNX Training
Student Guide

Architecture Overview

LiveNX Server
Central Manager

(includes 1 Nod
* Large scale distributed analytics platform LiveNX Client ~~--_ _ _
+  Monitor 40,000+ devices across distributed deployment Java JRE & Browser N i
* Visualize up to 1,000 active interfaces per device Client —_ \‘
B , or Installed on Win64-Bit or Mac OSX
* 3-layer architecture - client, server, node rowser, orinstafied on Winba-Bit orMac ’

Server

Installed for HyperVisor, Hyper-V, KVM
* Single Pane of Glass (SPOG) over entire network

« Limiting user data access by groups per node
*  Browser, Windows (32/64-bit), or Mac OSX

High-performance database capable -~/::LiveNXServer
I Queries.data from additional
! '\, managed nodes.

of handling 1M+ flows/sec - -~

* Central management of nodes

e Virtual install - HyperVisor, Hyper-V, KVM = Collector Node

* Hold data store, automatic data management

* Node management policy set at server

* Virtualinstall - HyperVisor, Hyper-V, KVM T

. o . B . .-LiveNX Nodes
- % o ) Require the same specifications as

. LiveNX Server dependent on interface flows

@

S & & LiveAction

16
Simple License Models and Pricing ‘
* Single-server \’ o
* Multiple Collector Nodes* o, .
* Collect from 200-500 devices (flow dependent) ’
« Based-upon number of monitored devices*
* Consumes a license Q%@ & B @ @
2019Apr01 © 2019, LiveAction, Inc. All Rights Reserved. LiVeACtiOn
17
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System Requirements

LIVENX 8
LIVENX 8 DEPLOYMENT OPTIONS

LivelX 8.x companents can be deployed via t

folloving method: Virtual, Physical and Cloud

Component Virtual Appliance Option

Server n-one Server OVA
Client

Node (optionai)

LiveAnalytic: ptional

VIRTUAL DEPLOYMENT
LIVENX-SERVER OVA - DETAILS

LiveNX Server is primarily deplayed or

nd is fully operational right out of the box. The Server operating system runs on a Linux platfarm

Custom Deployment Small Deployment Medium Dep 2 Large Depl

Used for lass than 25 devices or  Used for less than 100 devices or
Tess than 25k flows/sec.

Used for 100 te 500 devices or
lesser than 100k flows/sec

Used for 500 to 1000 devices or
lesser than S0k flows/sec lesser than 150k flows/sec

for server

for server

Specifications

16vCPU Xeon or i7

fications:

Xeon or i7

4TB Dats Disks *

Server IOPS Recommendation LiveNX 7.1 - 1000 IOPS Read and 4500 IOPS Write

2019Apr01 © 2019, LiveAction, Inc. All Rights Reserved.

http://www.liveaction.com/support/specifications/

LiveAction

Network Devices Supported

CISCO DEVICE SUPPORT - SNMP & FLOW

*Recommend IOS versions 123 or

her or 150 ar higher for use with the sof
are not officially supp
slthough early-and limited-relesse versi

MULTI-VENDOR DEVICE SUPPORT - FLOW

re (I0S XE 2.6.0 or higher for ASR 1000

series). Earlier |OS versions may also rted. General-release 10S versions are recommended

ill also work with LiveNX

Adtran NetVanta Series Routers treme Network Switches Ntop nProbe

Alcatel-Lucent Routers Gigemon GigaSMART Alto Networks Firewslls

Brocade Series Routers

Series Switches

Barracuds Firewall Ixia's Network lity Solut ation Controllers

Checkpaint Firewall Juniper MX Series Routers irewall

F5 Load-Balancer Citrix NetScaler Load Balancer Ziften ZFow

2019Apr01 © 2019, LiveAction, Inc. All Rights Reserved.

http://www.liveaction.com/specifications/

Live/Action
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Bandwidth Overhead — Server/Node

* Data is stored on the Collector Nodes
* Server requests data from Node(s) on demand

* In case of loss of communication, server may initiate to reestablish communications
* Minimal synchronization communication between the Server and Node(s).

* “Keep-alive” (not really... more a “I have new data!”)

Bandwidth is proportional to the number of devices being monitored by each Node

* End-user actively monitoring LiveNX also increases bandwidth.

Node to Server Server to Node

; los of De\;\ilczs Pl Traffic Traffic
Xamples o ode
Node/Server (Avg./Peak) (Avg./Peak)
Bandwidth 100 125Kbps/1.2Mbps 5Kbps-25Kbps
625Kbps/ 1.75Mbps 25Kbps-125Kbps
1000 1.25Mbps/ 2.25Mbps 50Kbps/ 250Kbps
Note: These are typical bandwidth estimates that LiveAction would expect to see. Each network is different so results may vary. H 1
2019Apr01 2019, LiveAction, Inc. All Rights Reserved. LlVeACtIOn 20
20
LiveNX Flow Capabilities
LiveNX is a flow collector
* Supports NetFlow V5/V9, FNF, sFlow, jFlow, IPFIX, and other multi-vendor
flow types
* Provides unique end-to-end flow visualization for a holistic view of the
network
* Provides hop-by-hop color-coded application and flow path analyses for
network and application performance issues
* Visually shows mis-marked DSCPs for traffic priority
* Easily enables Cisco advanced flow technologies
* Topology can be exported to Visio
» Keep all raw data as long as there is sufficient disk space
2019Apr01 © 2019, LiveAction, Inc. All Rights Reserved. LIVeACtIOn 21
21
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LiveNX Communication with Devices

LiveNX uses SSH or Telnet access to read 10S configurations, as well as
to make desired configuration changes to the device(s);

* QoS Configurations

* Netflow Configurations

IP SLA Configurations
* Policy Based Routing

* Performance Routing

LiveNX does not save the router configuration in our database!

2019Apr01 © 2019, LiveAction, Inc. All Rights Reserved. LIVeACtIOn
22
LiveNX Communication with Devices
* LiveNX uses SNMP v2 or v3 RO (Read Only) access to devices
* Polling for reading the MIB (Management Information Base)
. CBQos MIB o
| Cparations: Wk e
+ IPSLAMIB - -8
(5]
* LAN MIBs e s s
* Routing MIBs
* Updates statistics according to
user configured polling intervals
N
2019Apr01 © 2019, LiveAction, Inc. All Rights Reserved. LlVeACtIOn
23
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LAB 0: Setup and Get Connected

* Turn on / Plug-in, and verify network & internet
connectivity.

* Note the addressing and credentials provided by your
instructor.

¢ |nstall and run:
¢ LiveNX Client

* You may now ping YOUR LiveNX Server...

2019Apr01 © 2019, LiveAction, Inc. All Rights Reserved.

LiveAction

26
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From Any Browser... from Anywhere!

https://<LiveNXserver|P>
* Create and View Dashboards

* Configure:
* User Management
* Devices *
e Alerts
* View:
* Reports

¢ Device Detail

¢ |Interface Detail

LiveAction

2019Apr01 © 2019, LiveAction, Inc. All Rights Reserved.

28

Customizable Dashboards

=, - | Build your own

[ custom dashboard by
adding widgets

Lots of default
building-bloc
widgets

At-a-Glance indicato

\

LiveAction

2019Apr01 © 2019, LiveAction, Inc. All Rights Reserved
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Sites Details

Drill into Sites > Devices > Interfaces...

& TOPOLOGY

= STORIES

Il REPORTS

I INSIGHT

# CONFIGURE

LiveNX Training
Student Guide

oo

on&é» =

LiveAction

2019Apr01 © 2019, LiveAction, Inc. All Rights Reserved.
wns
1
fre e == @
= . ek i s
= PR TR e e ——
= e [ .
LiveAction
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o~

L e e

2019, LiveAction, Inc. All Rights Reserved.

LiveAction

32

Wan Applications>Flows

= LiveAction
Devices » St Austin +
= v
INBOUND oUTEOU I"
o Him m\\
e
i I
ramsomawcE w
|'J
] L T '] —
2019Apr01 © 2019, LiveAction, Inc. All Rights Reserved.
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Geo Topolog
= LiveAction B

# mMaN

s TOPOLOGY

Geo Topology

= STORIES

il REPORTS

|+ INSIGHT

# CONFIGURE

LiveAction

2019Apr01 © 2019, LiveAction, Inc. All Rights Reserved.

34

Stories
AT

# Mam FR—
& TOPOLOGY

= sTORIES

Davice Inventory

F CONFIGURE Pl R S :

[ .
IveAction
2019Apr01 © 2019, LiveAction, Inc. All Rights Reserved

35

Page 15
© 2018, LiveAction, Inc. All Rights Reserved.



LiveNX Training
Student Guide

View ANY Report Defined in LiveNX

LiveAction™

# man
[re——
& TOPOLOGY

St Tergmates

= STORIES

Ll REPORTS

View Reports

|~ INSIGHT

# CONFIGURE

Move Tables
oy

2019Apr01
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LiveAction
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Run Reports...

[arrs e

Vi g

ot Flam Tpa Bt P

Cooy Close

Fannian Trpac Toma S

2019Apr01

© 2019, LiveAction, Inc. All Rights Reserved.

-— Lagwd 3 Appkoaton 3 Total Flows Totalliytes Total Backats & s Pk % L
- - 77 wrz MU 1414022 LT 9L pos LEL T 421 604
— -_— urkeown a5 WM T AETE TN T 16739 Kogs B
0 2 2441 M8 204778 LT 565300 5728 Kree 0ppn
S - ELT] e 1 5143208 92TIom ELT 0 eps
_— cpeeenet E e 8120 1142 K2p8 276 ppn 095 Kigs T
= il - 09 H e REET 2a3ppm 1109 Kige T
- e - e i 4sam a2 030 KEps 2304 ppa 1827 Keea e
- 2% 356M0 sa4an 791 Keps 162500 838 Knps e
o E 24408 s1803 SarKzos 1489 oo S7aKies e
- b e 21 25K8 L 218K0s 35600 270Kies 4o
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. | LOTS of stuff here... |
WebUI Reporting — Tools  but,its sointwitive,
T e Q) ——

View Recent
Reports History

,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,

Include Report Elements

Copy URL to Clipboard

Print/Download (opens
new URL)

Re-open Run Report
Dialog

Return to Reports Entry
Page

2019Apr01 © 2019, LiveAction, Inc. All Rights Reserved.
VOICE AMALYSIS
- e oo
- LT Try—
e it 258 st P e
At UCP Aot SRE———.
ST s [
s ot
T e - =
[ e .
-
" "
Ive/Action
2019Apr01 © 2019, LiveAction, Inc. All Rights Reserved.
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WebUI Reporting — Create & Groups of Reports

Schedule Group to run Now, Hourly, Daily, o i
Weekly, or Monthly e e

o
e Angaien
-
- et
Advanced Report Group can be emailed to one T
. ARG, P
or multiple users
Note: Email server set up via Java Client oA © S
BAPLAY TER FLOW TYPE
EXECUTION TYPE
sorer

Advanced Reports allow the creation of I -
groups of reports S |

LiveAction

2019Apr01 © 2019, LiveAction, Inc. All Rights Reserved.

40

QoS Class Drop

LiveNX Alerting

DROF RATE FOR AT LEAST

Live/Action

2019Apr01 © 2019, LiveAction, Inc. All Rights Reserved.
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User Management

Why add more users?

* Because you need to provide different levels of User Privilege to different
personnel.

* Supports Local or AD-LDAP
Authentication

2019Apr01 © 2019, LiveAction, Inc. All Rights Reserved. LiveACtion
42

LAB: Using the Web Ul

* View & Create Reports

* User Management

* View/Modify Alerts

* Create/Edit Dashboard

2019Apr01 © 2019, LiveAction, Inc. All Rights Reserved LiVeACtion
43
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l
The LiveNX Client

LiveAction

2019Apr01 © 2019, LiveAction, Inc. All Rights Reserved.

The LiveNX Client is... Your Engineering Console

* A Java client application... REQUIRES Java JRE 1.8 or greater.
e Runs on a standard Windows 32/64-bit PC with Webstart for Windows.
* LiveAction’s Mac client runs on OSX .9+.
* View & Configure:
* Devices
* Alerts

* Reports

* The main interface to visualize network topologies & traffic flows.

Live/Action

2019Apr01 © 2019, LiveAction, Inc. All Rights Reserved.

45
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Download & Launch the Client...

|

oo

Starting application... X

A

Verifying application.

Location:  https: /72,234 37.51:8092 Do you want to run this application?

p Mame: LiveAction Client
{1
=

sking = Publisher:  Acton Packed Research Inc.
Locatior:  hiips:/[72.234.77.51:8082
vtz 7x i your comewter and personal
L g you
Livet 5
[] L] publah

L1 Client Login

Usemame: |Lveachon
Pasmword: wesssseres]

For frst ame use:

Corffigure

LiveAction

Usermame and password are “admin”
Clhick "Configure” to setup server address

o] come

Pt

https://www.liveaction.com/download/links/

| Server € onfiguration

Server Settings

Server: 198.18.133.33

Port: 7000

2019Apr01

© 2019, LiveAction, Inc. All Rights Reserved.

LiveAction

46

The LiveNX Client i |s a Busy Place...

0 ot st

waé"L" B e Module Tabs
-I-O B/Q - & QT O awboh Mo
Group Container

&

Devices

6 vy © o e R N

Alerts & Notlflcatlons V

2019Apr01

© 2019, LiveAction, Inc. All Rights Reserved.
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A LiveAction - secnxdemo.liveaction.com

The Home Tree-view

File View Users QoS Flow Routing IPSLA LAN Tools Reports Window Dev Hel

Dashboard | Manage [E) Expand

~_/iQoS| | Flow | Routing | IPSLA | LAN

: (& Enable Poling
* Groups - Name
Name =& FastEthernet0/1/0
N D . HQH.mémvm B ot
eV|CeS ; . DC (=] ?as?éf;:wemllll
& [ HsL L Tnput
* Interfaces i L g e o
North East 4 Input
H E South West < Output
* Select Home to view all B @ Coerco
® z-East > ":""
Groups/Devices in the Topology et s | [® GomtEerens
= g
Pane = aamenetomo b et
% FastEthernet0/1/1 T i .’(g.Input
; : e 3 Output
* Select & Modify Devices & éqimmmiz 39wz
Vian QOutput
Interfaces 8 vtz I
® Vian2 i ¢ Input
. . 5 Output
* Right-click Zoom-to...

LiveAction

2019Apr01 2019, LiveAction, Inc. All Rights Reserved. 48
48
Immediate Feedback...
Look at the bottom of the screen for information about:
* CPU
* Memory
e Buffer
e Alerts
* Advisories
* Nodes
< >
CPU 9| Memory 9| Flow Buffer @ _ Advisories Ql Modes 9|
2019Apr01 © 2019, LiveAction, Inc. All Rights Reserved. LIVeACtIOn 49
49
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Select any Interface
to generate real-
time graphs
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Immediate Results!

e e oy o gy ey ——y
B et 13 et Tratie

et S b

2019Apr01

AAk aa A.,;A_:

b St 11 O

2019, LiveAction, Inc. All Rights Reserved.

LiveAction
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Manage, Cre

sk Al Livehction - secnxdema.liveaction.
File | View Users QoS Flow R
Add Device

Discover Devices
Import Devices
Export Devices
Manage Devices

Refresh Devices

ate, View, Provision

s [Tost | megers Yndow Dev piee
iew Adarty
Candigure Aty

iew Advinor

<

e P Magpings

P Mappings

Use P Bt

819 Bsciias
MS] Endpeints
Use VM Magpings
48 VEOM Mappings
Manage App Grougs [DSCP)
Manage Appheatien Growprs
Manage Custom Agplcstons
Define Custom Apphcation

T fnabie D45 Ranciusion ifictal]

2019Apr01

Therw DG Hames
Remove Network Objects :“"w' A Flow Configuration - o X
| stes
it
it Sewup Bunapne Select devices s configure fow
Optioes Pl Corduraton Tatie
P — Tioe Padrem  Desopton  Tap Tt kgl VM. Trsdt. Gt
k(A Liveaction - secnzdemo.liveaction.cam 0 @swsis adwd  |sanil cesioss. e v G
File View | User — Fk Routin O @=esair Staeclard v|Bamil  Csmloss. e © © © ©
o i b = X 2 g O @ms Standiard v |51 CeDIOSS. - ® ® ® © ®
Dashboard | User Management
— Change Password
Q.
S Manage APl Key vt Cose

Configure in the WebUI!

© 2019, LiveAction, Inc. All Rights Reserved.

Live/Action
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LAB: LiveNX Client

* Launch the LiveNX Desktop Client

* Connect from YOUR Desktop...

* Explore Topology visualization

LiveAction

2019Apr01 © 2019, LiveAction, Inc. All Rights Reserved.

52

Visualizations

Live/Action

2019Apr01 © 2019, LiveAction, Inc. All Rights Reserved
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Flow Visualization

End-to-End Application Flows Through the Network

File View Users (oS Flow Houting [PSLA LAN Tools Reports Help

Dashbcard | Manage (¥ aang QoS Flow Routng | PSa|uan| : : : . : :

. |48 G- @ G Table o efresh Allflow Types = Cument Teme ~ | Current peling ntenal  ~ | | *OelautfikesGroup = [Topse - o oscr -

Search) Exmple: (ste = Honolulu | ste = Chicage) & wan & flow.app = webex-meeting ®x-[2

15 coIRSOAFN-214
@ ascorsTLARN-212
+ @) CiscoBESOAFN-2LS
[
@) APH-CAT_3540_10
+ ) APH-CAT_3560_14
i+ @ Cisen_1811
F @ Cisn_1941
+ @ Cistn_2971

| T

+ @ CiscoAsR1k-49
= [l L3_Camgus
i@ APAS1?

i @ entzosesCoM_i-18
) ca29B0SC0PE_1-15
+ @ Cisco6509_La0

= L T A S T
ofaE
'z]mi'?'mnm o
iz ARzl
mwie . . L -
MART) S -
=28 M | 1 flow =y
e s =3 3 -
W4 iCET Arm ") e .

LiveNX discovers and draws topology based on SNMP
LiveNX imposes end-to-end flows on topology

LiveAction

2019Apr01 © 2019, LiveAction, Inc. All Rights Reserved.
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Device View

Hover cursor over
interface shows more
*_ | info

e FaEhermetd/171|
P addrei 192162867
Type ethemet_csmacd
Descrpticn:

Impust ACL: N\
Cutput ACL:
. Impus bandwidh: 520K \
- (Chutput bandwisthe 1M
Large circle represents 270 1Y Green: functional

device (router/switch)

- Amber: congested

[ ™2 Cisco_2921 s
P 1005013
Local ) I

N Gior’

iz
\\ \ r
e it _sior2 L' )
Al
2019Apr01 © 2019, LiveAction, Inc. All Rights Reserved. IVe Ctlon

55
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Flow Troubleshooting, Decision Making

Traffic started out as EF (red) and gets de-classified as
pe BE (blue) after SP cloud . i

’ Mis-marked Packets! ‘

Color Mapping By DSCP

0 (BE)
=14 M8 [ 4 flows
M 18 (AF21)
M 25 (AF31)
34 (AF41)
M 15 (C52)
W 24(C53)
W 32(C549)
M 48 (C56)
W %6 FF)
6 MB / 3 flows
M Remaining

2019Apr01 © 2019, LiveAction, Inc. All Rights Reserved.

56

Eliminate the Detractors!

" Qos” Flow | Routing | TP LA | LAN
[pl@ /- @ & | Table | € Refresh |[al Flow Types 7| [eurenttime ] [eurrent poling 1terval v || 5 R

Search Example: (site = Honolulu | site = Chicago) & wan 8 ggffapp = webex meeting

- ITanDD LI EID\splayFl\tEr Colors LI

All Flow Types I

Basic Flow

Last 5 Minutes
Last 30 Minutes
Last 1 Hour
Last 24 Hours

Display Filter Colors

Filter early, and filter often! Bottom 200

Tue Wed Thu Fri

- |
[Bottom 20
= [Bottom 10

A

e | j\/o/\ction

LiveAction, Inc. All Rights Reserved 57

2019Apr01 © 2019,

57
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The Search Field

Flow [ Routing [ IP SLA | LAN

&g | © Refresh “Auﬂnwwpes - ICurrEnt'ﬁme - |cUnemPnumg Interval LHE “DefaultFilterGroup - ||TanDD - |E|Dlsp\ay Filter Colors | ¥

Search Exampl: (site = Honolul | ste = Chicady & wan & fiow.app = webex-meeting - 3

Protocol | SrclPAdde | SrcPort | DstlPAdde | DstPwt  vi|  Applcaton |
|UDP 192.168.12.2 53 192.168.15.200 58,674 dns
[TCP 192.168.12.2 80 192.168. 15,200 57,943 ms-office-365
|UDP 192.168.12.2 53 192.168, 15,200 56,023 dns
IUDP 192.168.15.200 23,030 192.168.12.2 55,542 undassified '
uoe 192.168.12.2 53 192.168, 15.200 52,636 dns ’
TP 192.168.12.2 3,339 192168, 15.200 52,255 ms-wbt
SEard"I ﬁﬂw . dEtFlﬂrt= 19420 juop 192.168.12.2 53 192.168.15.200 52,227 dns
[vcp 192.168.12.2 443 192.168.15.200 50,861 ssl
juoP 192.168.12.2 53 192.168,15.200 50,345 dng
192.168.12.2 61,680 192.168.15.200 48,219 undlassified
TSP 192.168.12.2 61,623 192.168, 15,200 37,555 undassified
TGP 61,681 192.168. 15.200 25,431 undassified
|UDP i~ 5. 200 24,404 192.168.12.2 24,576 RTP™ '
[TcP 192.168. 177 192.168.15.200 24,457 skype P
JUDP 192.168.12.2 192.168.15.200
. |UDP 192.168.12.2 2
Pre-populates with type-ahead... e
ALL available fields/records P
|uoP
uDP 10,
(e 10.0.12.2 16,384 8.88.2 16,384 undassified
JuDP 10.0.0.2 16,384 72.7.11 16,384 HSA-TESTing™* I
JuoP 10.0.0.2 16,390 227,10 16,384 undassified I
juoe 10.0.12.2 16,390 888.1 16,384 undassified r

LiveAction
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Search Functions — Order of Operation

& & Tabe | ovrdlen |WF\anyuas | [ewrentme | [curentpoling neral v | 2 v [ropz00 | #8 [osplay iter colors ¥
Search Example: (sit= = Hgllolulu | site = Chicago) & wan & nor aie=ting -2

1st - Filter applied

search flow.dstport=19420

2nd- Search applied to
pulldowns’ results

Live/Action
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Filters & Search Retention

Flow | Routing | [P SLA | LAN

Search strings are cached
and are reusable in
Topology Pane and Reports

[ @ i SOk - & @ Table t¥Refresh [AllFow Types LIICurrean\me LIICurrentPqung]nberva\ ll E=| <DefauliFilterGroup - ITuD 200 LI ﬂlD\leavFl\ber Colors LI

Search Example: (site = Honoiuiu | site = Chicago) & wan & flow.app = webex-mesting

All Filters can be used in both the
Topology Pane as well as Reports

/Application 15m 1h 6h 1d

ffollgw=] | Devices

15, 09: . %9:52:07 AM  Data bin: 1 minute

Search Example: (site = Honolulu | site = Chicaga) &wan & flow.app = webex-meeting

All Interfaces = Number of flows: 44,516
38 “DefaultFilterGroup Cutbound Graph m BitRate ¥

2019Apr01
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Flow Visualization

| & wwaction - T22340T50 -

| |
Foe View Uten Qof Fow Bowong PSLA LAN Toow Reporti Melp

|| bt g OBt G0 i | Rt | 50 |

| B Dt g e Dty B o “Dntettterg * 8 oty ot > o Pt B ke w3 Paghach Bl o ot g | 30 e

| e = )

| Tomg serae A Garss  amm A MAm| hosme  dnoww  ecesr  RE T T r— |

| - - =

- U
Ut Vi1l

Device Level Traffic

2019Apr01
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© 2019, LiveAction, Inc. All Rights Reserved.

Live/Action

61

Page 28
© 2018, LiveAction, Inc. All Rights Reserved.




LiveNX Training
Student Guide

AVC Flow Visualization

Application Performance
* NBAR2 application recognition and performance metrics
 Alert on application performance with AVC with color-coded status

[ Ty ——
L T TS e Il L

W G e I - & e ey = EdPn 7 siben @ (5 Mmbah Oy bt b Coletn Pl 30 e
o " a
™
o e
o s
e e
o 0
"o i
i 1
o o
o I
e I
o 2
™ m
o m
i m

101 0 e i 0 b

=== | jye/ction
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Flow Visualization
Network Delays and Application Delays Reported by AVC flows

I ek IIMTL — — A E=mr |
o Ve U Guh Pl Restieg FEA LG Tooh Rapedi Wdem Do Hep
[y, - Q68 Pl | Amitrg | PALA | L |
: ¥
— = - _ %
== ry———
. lm T= o
« e e e e
T [l = Ao
§ @ amear 1w s - - s
@ s car_ama i e i e
& Gperereni e - -
O e o
g pamron e s ——
= om [ om
® s [ [ e
® weit i i =
@ ceauini e P e
& mren [ [ [
® e
@ oo
& GpbTreenn
-
® v
& s
® s
& v Application Delivery Path Network Segment Breakdown
e St vt
g — fr————— cam M Pl
G ril *
pierre e
® v .
& vz e
& V3 oot ottt Larw heeon Repwaton
e o Do 1O [ ey (AL
i[l=
o [l s stz Qe
o [l e
ek < It oy
* PAseparates application delivery path into multiple segments|
* Server Network Delay (SND) is typically the WAN Delay

Live/Action
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Application Path Analysis

Jncion - 100503

Fie View Users QoS Flow Routng IPSLA. LAN Toois Reports Window Dev Help

Ombtard warage (Bemand. Qo5 Fam | Boskg | 7544 LA

a D ST R R Tabl | o Rk M F s 7 [ T | et olog bl 7| et mtinp v (Top30 = €|y e Coers =

o LR =
H o C . =8 X
:Ir,;w« T :
i i
E—
E % 5252’-&?5;317;7’{?;"'&% Mrow T = [carat e~ | corent roang pear_ = | 5P rowaummancrorg. = (op30 =) €8 jospep s oo+
% e & e SEEELTA T - -
i e Fiie UOF 102168123 > 114111413622 P =
e 5 .
™ ;-; B w—— 4
e .
Z = p\‘
....... { - - Lo
Path view based on AVC flows Drill down to o 2 © - =
ot L W - e - i
reports e o = e O
g - et -
* DSCPalongpath | T %
= =2 }
* Historical flows ;\.
=]

* Gray arrows mean AVC flows not enabled

LiveAction
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Medianet Flow Path Analysis

Pinpoint Root Cause

A < TREMETS0 L L
i Ve Ut Qub Fiww Boteg Bk LN Tech Rapem beg

[P r— Gt e | Ry | A | U |

z F B B R e R Wl Tem s Gl o Gy« G G S r——— -

o Traffic Not e
Reaching Here

Traffic Being -
Dropped Here Gray means device
[— & ot exporting PerfMo

P —

P L 000 1 60 200 AL L2 I RS I

Caco_ Il Caa e

Live/Action
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Flow Visualization Over Time...

»  Show Nsewnds v pefame 7
06:00:00 AM | 06:00:30 &AM

x5

IniF Qut IF Dwrecsor
GgabEthemetl/l Vianl EGRESS 2
GyabitEthernetl/1 Wani INGRESS |
vian1 CigabiEtherneslf| FGRESS
vianl GigabEthernetDl INGRESS
Vian1 GigabitEthernet0/l INGRESS
vian1 CigabiEtherneslf|  FGRESE
vianl GigabEthernetdl EGRESS
Vian1 GigabitEthernet0/l INGRESS
vian1 ClgabiEthernesl]  TNGRESS
vianl GigabEthernetdl EGRESS
GyabitEtherretl/1 Vani INGRESS
GgabaEthermetdfl Vanl EGRESS
vian1 FastSthernetdf1/1  TNGRESS
visnl Fastthernetl(1f1 EGRESS
GyabitEtherretl/1 Vani INGRESS
Cagahafthernetfl Vianl EGRESS
vianl GigabEthernetdfl INGRESS ~

i
(%) Hustunical Pleyback of Cisco 2901 yourdomain.com
&, &  Basc Fow ~ | [ "DefsitFiteGrouw = | B Disgiay Fiter Colors = | End Puniss TP Address:
Flow Playback / DVR T 0 [ Flhock Fostest | Daied g 3, 2014 v | 06:00:30 A
; oreRT TSI = TR0 T W i T 5y = wehex mectng
Sre 1P Addr £re Port Dist 0P Adkdr st Port Apphcation
192.368.15. 200 JLFR LB P A .08 Py
192,368, 15,200 WL168.122 2,048 vy
152.168.12.2 192, 168, 15.200 png
192.168.12.2 - 192,168, 1% 200 ]
182368122 80 192.168,15.200 55,436 it
a0 192, 168, 15.200 55,438 hatp
1] 2,306 rtmoe
80 2,306 rhmoe
61,680 8,219 soyme
51,680 8,219 skype
49,219 61,680 thype
46,219 61680 shyme
554 51,758 resp
192.168.12.181 Eo] 51,755 rtsp
19236815200 4,218 192,168,122 1484 dlrix
152. 168. 15. 200 4218 M2 168,122 1,44 dtrix
192.168.12.2 1,994 192.168.1%. 200 4,218 atrod
Routng
SCEB KB [ 4 flows
9 Peer-to-Pees Non-eswenlis
AlFemanng
*111M8 [ 50 flows
Ak Flow Poling Disabled loon
data for 4/ M - £200:30 AM:

2019Apr01
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Identify Issues

View the traffic transiting the Device...
What you expect... does it make sense?

B LR
HE TR T

T

LELH O LT

Find anomalous behavior... use Device
Playback... Too much to strange ports?
Identifiable addresses?
Gremlins/Glitches?

Live/Action
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LAB: Working with Flows

* |[dentify Flows

* Troubleshoot Performance issues

=

0

Ry
7

A 4
J/
[onl L
c‘r}\

Al

LiveAction
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== \

Collecting Flows in
LiveNX

Live/Action
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Flow Collection

* Netflow is a brand name for Cisco Flow
* Like Jaguar is a brand name for an automobile
* The industry standard for flow type is “IPFIX”

* Cisco uses sflow for certain devices types, such as Nexus 5k Switch
* Juniper uses a flow type called “jflow”

* LiveNX can ingest most types of flow
technology

* If a Flow Export is v5, v9, or IPFIX
LiveNX can gather that information!

LiveAction
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Configure NetFlow Monitoring (LiveNX Console)

* Two types of Cisco Netflow — Traditional and Flexible
* Traditional - an older flow type that uses a set record that cannot be configured

* Flexible - newer flow type that allows for more granular record configuration
A Flow Configuration == E= =]

Instructions
Configure the type of flow you wish ta receive from the interfaces

Flow Configuration Table

Dievire, Type IP Address Descriptinn Tags Traffic Statistics (FNF) Applic... Yo... |Traditional
=@ APN-ASR1001-114 |standard Ji72.17.4, i . ® e e ©
¢ GigabitSthemstfyLaon | - |wassassz ale: = - | ® | m |
- 71, - ] ]
i O

Custom

(%)
| ]
% Port-channel3+ - [ ]
% Port-channel3+.4 - 10,155.123.1 - ] B @ ]

-~ @ GigabitEthernet0j0/3

* Traditional Netflow should only be used if Flexible is not available!

* LiveNX can discover what type of Netflow is supported and configure it for you!

* LiveNX will not let you configure both Traditional and Flexible on the same interface

Live/Action
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Traditional v. Flexible Netflow - Preview CLI

A Multiple CLIViewer @ Multiple CLI Viewer @
Type | APN-ASR1001-114 Type APN-ASR1001-114
; Standard e Standard contig t &
ip flow-export version 8 interface GigabitEthernet0/0/1.100
ip flow-cache timeout active 1 1ip nbar protocel-discovery

ip Elow-cache timeout inactive 1§ exit

ip flow-export source GigabitEthernet0/0/3 tlow record LIVEACTION-FLOVRECORD
ip tlov-export destinarion 172.17.101.81 2085 description DO KOT NODIFY. USED BY LIVEACTION.
interface GigabitEthernet0/0/1.100 match flow direction
ip flow ingress match interface input
ip flow egress nateh 1pvd destination address
match ipvd protocol
N match ipvd source address

\ natch 1pvd tos

mATCh LEansport destination-port

This points to your flow collector et iy dicik-pur

collect application naue

i

(ie' LiveNX Node) collect counter byres
’ collect counter packets
collect £low sawplex

collect interface output

collect ipvd destination mask

collect ipvd dacp

collect ipvd id
collect 1pva source mask
collect ipvd seurce prefix
collect routing destination as
collect routing next-hop address ipvd
collect routing source as
collect Timestanp sys-uptime fizst
collect timestap sys-uptime last
collect transport tep flags |
exit
£low monitor LIVEACTION-FLOVMONITOR
description DO KOT MODIFY. USED BY LIVEACTION.
exporter LIVEACTION-FLOVEXPORTER-IPFIX
cache timeout insctive 10

[ 4

—_—
Cisco’s Best-Practices Templates L' /\ t'
IVe/ACtION
2019Apr01 © 2019, LiveAction, Inc. All Rights Reserved. 72
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Enable Flow Collection Within LiveNX Console
B Fiow Confiquration - 8] F
Instructions
Select devices bn configure fow
Flow Configuration Table
Q-
Select Device Type P Address Deserpbon Tags Traffic Statist... Apphcabon Re... voefdeoPerf.. Tradmonal Custom
[m} @ C5-2060-13-22 Standard | 10.100.51.22 Caxo 105 Software... - 3 ; ©
[l @ cscun® Catalyst 3850 | 10.100.155.1 Cisen 108 Safeveare.. © w © v
@ cscmsan Catalyst 3850 e | 10,100,511 Clison 105 Sofeware... Palo Alte, 38... @ J L v “
(&) IWANSr1_Sydney Standard | 10.100.51. 3% o 1075 Software. .. Sydney, Jeffl
& Iwan-ER_ET Catalyst 9000 e | 10.100.51.32 Cis00 1075 Software... WAN, Tokyo,... @ e e e [
(3 TWAN-ER_MPLS Starndard | 10.100.51.31 Caxo 108 Soltmare... Tokyo
(5 TWAN-DCMC 5 10.100.51.30 Caxo 108 Softmare... Tokyo
[l @ TWAN-MPLE CORE
L]
[}
a
[m} 7
{5 RTR_Larknt - f0.100.51.8 Caxo 105 Softmare... Lundon
m} @ RTR_Loshrngetes 3 10,100,519 Caxo 105 Softmare... WAN, 2000, ... © © © © ©
[l @ R Lol 10, 100.51. 30 Cisen 06 Safnre... WAN, Lot © L] L] © v
] @ RTR_Madson Standard - Cimon 005 Sofrwuare... WAN, Madisa. .. [*] L] ] ¥ (%]
a & RTR_Sandose Standard w Cisco 1075 Software.... WAN, San_L.. @ L e © o
a @ RTR Seatde Standard | 10.100.51.2 Do 1005 Software... WAN, Seatte... @ L] ] © o
Heip Configurr Seiected Cinse:
Easily Setup Flow Configurations at the Device Level ' .
Live/ction
73
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Enable Flow Collection on Interfaces

A\ Flow Configuration [E=NEoR =~
Instructions
Configure the type of flow you wish to receive from the interfaces
Flow Configuration Table i
Device Type IP Address Description Tags
= @ Cisco_2921 Standard w 10.0.50.13 Cisco 10S S0... WAN, ..
& FastEthernetd/1/0 - 10.0.0.1 -
@ FastEthernet0/1/1 - 192.168.46.2 To-vefi...
@ GigabitEthernet0/1 - 192.168.11.2 Link to 1941  To-AT\..
% GigabitEthernetd/2 - 192.0.1.1 WAN, .
® Van1 - 192.168.12.1 -

[ rvez [ Joona [ [ ]
® Vian2 - 192.168.100.1 - v

Setup Flow Configurations at the Interface Level

LiveAction
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L]
Re-Direct Collected Flows...
B Fiow Configuration - a x
Instructions. . L
» ) i
* Ability to specify alternate
- - peprrem P oyl Uy Farer gy U P
target for Flow Collectors | o @mmoccone S legesis  Cmois e T . . . ©
W GosxEtemetl - 192.368.15.2 Test %] %) (%] m]
o £ theret! 12360103 =] (m] a (m]
° LiveNX Node gnm:ﬁ‘:m Stancwd ¥]mw.100.516 Ca0 105 Software. .. WAN, Austr, ™ . © P
® GosEremer? = 196.199.1.25 ComtPLS Prowder MPLS, 200, 2 a =] a (m]
® GosrEtemet) 192. 268, 106. 254 Conn-AdminSE $C =] =] o [m]
* LiveNX Flow Replication L. B ey oS i @ @ &)
on Port# % Goweranes : M Comomaoc 5 5] = !
e Other IP / Port
(Gigamon, Samplicator,
SolorWinds...)
Fow Export Destraton
[ Configure Flow Export Destination
) LiveNX node
7) LiveNt node flow replcator atport 5951
@ Dher ot I sddresd snapart
ep Save 0 Devces Prevew QU Revert Badk Close
" L]
2019Apr01 © 2019, LiveAction, Inc. All Rights Reserved. LIVeACtIOn .
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NetFlow Collects Statistics on Packets as they pass...

NetFlow Enabled
Traffic Davice
=t 1 11]]
NetFlow Cache
4 Flow Information | Packets | Bytes/packet
NetFlow ports.
Key Fields f““‘!' 11000 11526 To Flow Collector
|
+ TOS byte (DSCP) |
+ Input Interface Create a Flow Record from the Packet Attributes
1. Aflow is unidirectional
2. Defined by inspecting a packet’s key fields (common properties) and
identifying the values
3. If the set of key field values is unique, create a flow record or cache
entry
2019Apr01 © 2019, LiveAction, Inc. All Rights Reserved. LIVeACtIOn
76
[ s e w ] LS @ De e
Netflow —
By analyzing the data.across ocn®er oo
interfaces and exporting the Netflow
data to LiveAction, a network
administrator can determine: j
* Traffic source and destination \
* Class of service
* Protocol = _ &
Loutsville P'!?ﬂ'.?
* Ports B .
e etc... 0 e
per device.
2019Apr01 © 2019, LiveAction, Inc. All Rights Reserved. LIVeACtIOn
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Netflow Interface View

View quantity & type
S . of traffic traversing a
—— s | -; specific interface
| #

i

. a1 . ® ot @ Purey @ ot b ) Aetng S @

B o wms ewy . ] .
Ive/Action
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Application Flow View
A - ek End-to-end quantity
. : of traffic for selected
e . applications

) ® et

- S T \
Yos
20:19Apr01 © 2019,‘L|veAct\on, Inc. All Rights Reserved. LiVeACtion
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Other types of Flow in LiveNX

* LiveNXcan also ingest the following types of flows:

* NSEL Flow (Network Security Event Logging)
¢ Cisco ASA firewalls
* Zone Based Firewalls (ASR, ISR4k)
* Wireless Flow (SSID, Wireless Client, Access Point information)

* Wireless Lan Controllers

 Cisco 3850 Switches
* PfR (Performance Routing Threshold Crossing Alerts)

e “Unknown” (SFLOW, JFLOW, almost any flow technology using v5, v9, or IPFIX Export protocol)

LiveAction
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Netflow Performance Monitors; AVC & Medianet

* AVC and Medianet use a Netflow Performance Engine that captures
advanced metrics about a flow

* AVC (Application Visibility and Control) is Application Response Time (ART)
for TCP applications

* LiveNX leverages AVC to assist users with troubleshooting TCP performance in the
network such as application delay, application response time, and network delay.

* Medianet is a Media Monitoring (MMON) engine that collects voice and
video performance parameters, such as jitter and loss, in a network

* LiveNX leverages Medianet to assist users with understanding RTP (Video,
Teleconference, VOIP) Performance

LiveAction
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Netflow Performance Monitors; AVC and Medianet

* AVC * and Medianet * are available on:
* Cisco Integrated Services Routers Generation 2 (ISR G2)
* Cisco ASR 1000 Series Aggregation Service Routers (ASR 1000s)
* Cisco ISR 4k routers.

¢ Cisco Wireless LAN Controllers

* LiveNX’s AVC and Medianet Templates may be pushed to supported
devices through its’ GUI

LiveAction
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Network Based Application Recognition (NBAR2)

* NBAR2 uses the Service Control Engine (SCE) with advanced classification techniques
called PDLMs (Packet Description Language Modules). This engine inspects packets
through the actual payload of the traffic.

* Much more accurate classification of traffic rather than only based-upon IP and port number
* NBAR2 is Cisco’s standard cross platform protocol classification mechanism.

* supports <1400 application and sub-application definitions.
* Cisco updates NBAR2 protocol packs regularly to match new application definitions.

* LiveNX recommends updating protocol packs as they come out.

* http://www.cisco.com/c/en/us/td/docs/ios-
xml/ios/QoS nbar/prot lib/config library/nbar-prot-pack-library.html

LiveAction
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NBAR2

* How does Deep Packet Inspection help?

QoS Flow | Routing | IPSLA [ LAN

* For example, Most web traffic is HTTP & Q@ erutecpotng [ Pase Oy Sascrion |7 Deirieems | Dl
Search Example: (site = Honolulu | site = Chicago) & flow.app = webex-meeting
* |ANA Port for HTTP is 80 e e T— —
P 192.168.15.123 4,157 192.168.12.123 80 http
. . . . P 192.168.12.123 80 192.168.15.123 4,267 http
* NBAR2 can still define the Application = s a8 DD iy

* You can use NBAR2 definitions for granular QoS configuration

during Netflow configuration

2019Apr01 © 2019, LiveAction, Inc. All Rights Reserved.

LiveNX uses NBAR2 in Flow records for detailed application information

If your application is not known, you can set a NBAR application on the CLI

If NBAR2 is supported, LiveNX will push the configuration to the devices

LiveAction
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IANA.Org

* If LiveNX is not able to get the NBAR2 application definitions from the

device:

* Uses the IANA (Internet Assigned Numbers Authority) definitions for

Applications.

= [m]
@ Service Nameand Transp... X +
# ¥ |8 http://www.iana.org/assignments/service-names-port-numbers/service-names-port-numbers.xhtml ¥
B Mast Visited QoS Flow | Routing | IPSLA | LAN
@ @ | @ Enable Poling | ] Pause Display | Basic Flow | BB | DefaitFiterGrou ~ | |Dispiay
Search Example: (site = Honolulu | site = Chicago) & wan & flow.ar ebex-meeting
. Protocol Src IP Addr SrcPort Dst Port Application  ~*
Service Name and Transport Protocol Port Numkjz: TesT sz a6 0 100122 - P
ee 192.168.12.123 445 192.168.15.123 1,701 microsoft-ds™
LastU d Tee 192.168.15.123 1,701 192.168.12.123 445 mierosoft-ds®
ast Update e 192.168.15.123 58,192 192.168.12.123 80 ms-office-365
2016-02-26 ree 192.168.12.123 80 192.168.15.123 56,182 ms-office-365
Expert(s) = 192.168.12.123 3,389 192.168.15.123 52,255 ms-wbt
TCB/UDP: Joe Touch; Eliot Lear, Allison Mankin, Markku Kojo, Kumike Ono, Mar{TCP 192.168.15.123 52,255 192.168.12.123 3,389 ms-wbt
Lars Eggert, Alexey Melnikov, Wes Eddy, and Alexander Zimmermann uoe 10.253.60.14 3,218 10.253.60.255 137 netbios-ns
SCTP: Allison Mankin and Michael Tuexen rce 152.168.15.123 3,637 192.168.12.123 1,305 pe-mike™
DCCE: Eddie Hohler and Yoshifumi Nishida ee 192.168.12.123 1,308 192.168.15.123 3,637 pe-mike™
Reference uDP 10.0.0.2 7,777 7.7.7.17 5,555 personal-agent™
.0.12.. 7,777 .8.8. 3 | it
[RFCE335] uop 10.0.12.2 8.8.8.3 5,555 personal-agen
L] "
Ive/Action
2019Apr01 © 2019, LiveAction, Inc. All Rights Reserved

85

Page 40

© 2018, LiveAction, Inc. All Rights Reserved.




LiveNX Training
Student Guide

Custom Application Label

* What if you have your own custom applications in the Network?

* You can go into LiveNX and define applications based on Protocol,
Ports or IP Address and see the application name you desire

A Define Custom Application ﬂ
Mame: LiveActionClient
Description: |This port is used for LiveAction Clients Communication|

IP Address: Specifiy IP ranges (ex: 192, 168, 1.1-200) or one IF per line

Port: 7000 Layer 4 Protocol: | TCP W

OK Cancel

LiveAction
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Using Flows for QoS

* Quality of Service (QoS) refers to the capability of a network to prioritize provide
better service to selected network traffic over various applications

* Without QoS policies, each packet is given equal access to network resources.

* For example, Voice and Video applications are delay and jitter sensitive. If a FTP transfer and
a Voice transfer are both being processed through the same interface at the same time, then
the Voice transfer could have to wait until the FTP packets are processed. This could result in
dropped voice packets and complaints by the those utilizing the voice application.

* Using QoS a network administrator could prioritize those Voice packets over the
FTP packets, ensuring good quality for those utilizing the Voice application.

LiveAction
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Differentiated Service Control Point (DSCP)

* Depending on your network, you m e

would define which traffic needs

IETF
RFC

. . . X Metwork Control RFC 2474
priority, then mark the traffic with VolP Telephony - i e
the correct DSCP values. U Broadoast Visieo css 40 RFC2474

Multimedia Conferencing AF44 34 RFC 2597
RealTime |nteractive RFC 2474
* These values may then be used to __ -—
give priority to traffic throughout the el SESESS (SR TEREGE
network, specifying Per-Hop- Lo ) e
. OAM cs2 16 RFC 2474
Behaviour. S e
High-Troughput Data. AF11 10 RFC=2597
Best Effort. DF 0 RFC 2474
LowPriority Data C31 8 RFC 3662

2019Apr01 © 2019, LiveAction, Inc. All Rights Reserved. leeACtIOn
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Packets & DSCP Markings

| IPv4 Packet Header

Data

IP Precedence Unused

DitfSery Code Point (OSCP)[ IPECN
( J
I [
RFC 2474 RFC 3169
DiffServe Extensions IP ECN Bits
2019Apr01 © 2019, LiveAction, Inc. All Rights Reserved. LIVeACtIOn
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QoS Techniques

* After setting DSCP Markings in your
network you can easily conform the

Class-Interactivelvideo
22%

traffic to your network needs with: Class-StreamingVideo
12% ?Beﬁs-\l‘oite
* QueUIng ﬂ:ssmuﬂng
° Shaplng Class-MissionCritical
12%
* Policing glizzsal gy Available
_ 20%
Class-Transactional meehieaun
Clags-Networkianagement ik
2019Apr01 © 2019, LiveAction, Inc. All Rights Reserved. I—IVeACtIOn
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LAB: Marking, Shaping, Policing
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Reports & Alerts
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LiveAction
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Performance
Visibility

Instant Application

Driven by AVC Flows

A
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Application Dashboard

System Application | 005 | Flow [P SLA WAN-FR| o

Plom Saurce: wan

£l Application Group

Top 10 Application Groups Bt -

ST .7 Network vs.
15m 30m the 4nr Application
03/12/16, 12:40:00 PM to 05/12/26, 12:85:00 Delay
Top 10 - g

3 Batranemiesi.. Floms

Trkl Backetn___humrace 1t Ratn_ Aurcnin Backe... Pk It Ratn__ Pask Packet Ante
=T T T —

LiveAction
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Report Drill-downs
The data widgets in the Flow
and Application dashboard
.
T e P drill down to Reports
[ ©| Basic Flow
- [Fop 10 source Agaresses o =
See 1P Adde Bytes ' Fiows
Setup. ¥ 10.254.20.88 168 £
v e En s
" ot il
o e A —— et i
PR i s i
Cortpre e s moss e i
LO0.0.50.42 B L]
| Mnmbcatia Tan 10 Source Countries] B o
These reports are
automatically saved to the
long term flow store based on
the flow source tags
= LT
2019Apr01 © 2019, LiveAction, Inc. All Rights Reserved. I_I Vc.l \LLIUI I 95
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Flow - Top Conversations (top Talkers)

Top Conversations

Top 10 Aggregation by Bit Rate

E

it feate

A Drscen
o of duimietn 4
T et Oubpm CuBetme  [PAsklCoun 16AddrdCom
wou @ e @ T
- @ e i $tea
0 e 7ot e Tten b
o ey o <a e
e e 2 e 1tem
e e 2oten e 24t ) i e
= ey e i bt 8 it i
= 1 iy e 19t
m i ioten P 3 8 v St
w ) it s 10 1 e s
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Top Applications & Most Visited Websites

4 Flow Reports —rr —

)

Top 10 Reports

Bxpesn 10 B

Totsl Fisas Tetal Bytan Torw Fackas e
™ 01 M5 T
15 76 5 488
a3 nI ws i o Gaamens
- 114 M wm
n 108 My e T o Rewee 2 Eate Tetal By Tets Packets
] o LY - o -
- el T [ i s
i o A el e ua
n e 1074 908 et . |
. [ e ne 0
M. LIt ot we oy
15 0 1095 e we )
) 1608 fre e L7
ax

Top 10 Aggregation by Bit Rate

Top 10 Aggregation by Bit Rate

it fate

Co3, 2L eousdoman om
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Flow Reports — Raw Data

2019Apr01

© 2019, LiveAction, Inc. All Rights Reserved.

LiveAction

Time 71| Potocdl | SclPadd | ScPort | DstPAddr | DstPort | Application InTF | outrF |  Direcon [  scbsce it Rate
Sep 4, 2015 10:1... LUDP 192.168.15.200 58,674 192.168.12.2 53 dns GigabitEthernet0/1 Vianl INGRESS 0(BE) 464 bps
Sep 4, 2015 10:1,.. TCP 192,168.15,.200 2,171 192,168,12,2 80 http* GigabitEthernet0/1 Vlan1 INGRESS 0(BE) 9 Kbps
[Sep 4, 2015 10:1... TCP 192,168,15,200 2,190 192,168,12,2 30 http* GigabitEthernet0/1 Vlan1 INGRESS 0(BE) & Kbps
[Sep 4, 2015 10:1... TCP 192,168.15.200 2,172 192.168,12.2 30 http* GigabitEthernet0/1 Wlan1 TNGRESS 0 (BE) & Kbps
Sep 4, 2015 10:1... TCP 192,168.15.200 2,208 192,168,122 443 secure-http® GigabitEthernetd/1 Viani INGRESS 0 (BE) 22 Kbps
Sep 4, 2015 10:1... TCP 192,168.15.200 2,234 192.168.12.2 30 http* GigabitEthernetd/1 Wlan1 INGRESS 0 (BE) 320 bps
Sep 4, 2015 10:1... TCP 192,168.15.200 2,220 192.168.12.2 443 secure-htp™ GigabitEthernetd/1 Wlani INGRESS 0 (BE) 21Kbps
Sep 4, 2015 10:1... TCP 192,168.15.200 4,273 192.168.12.2 30 http GigabitEthernetd/1 Wlani INGRESS 0 (BE) 789 bps
Sep 4, 2015 10:1... TCP 192,168.15.200 4,233 192.168.12.2 30 http GigabitEthernetd/1 Wlan1 INGRESS 0 (BE) 1Kbps
Sep 4, 2015 10:1... TCP 192,168.15.200 4,289 192.168.12.2 80 http GigabitEthernet0/1 Wlan1 INGRESS 0(BE) 1Kbps
[Sep 4, 2015 10:1,,, LUDP 192,168.12,2 31,19 192,168,15,.200 19,420 rtp vlani Gigabittthernetd/1 EGRESS 0(BE) 79 Kbps
[Sep 4, 2015 10:1,,, UDP 192,168.12,2 13,958 1L11,11,12 13,958 VoIP13958 vlani GigabitEthernetd/1 EGRESS 46 (EF) 73 Kbps
[Sep 4, 2015 10:1... UDP 192,168.12.2 13,958 11111113 13,958 VoIP13958 Wlan1 GigabitEthernetd/1 EGRESS 46 (EF) 73 Kbps
Sep 4, 2015 10:1... UDP 192.168.12.2 13,958 11.11.11.14 13,958 VoIP133958 Wlan1 GigabitEthernetd/1 EGRESS 46 (EF) 73 Kbps
Sep 4, 2015 10:1... UDP 10,0.0.2 7,648 7.7.7.18 7,648 Criticalapp™* FastFthernetd/1/0 GigabitEthernetd/? EGRESS 46 (FF) 377 Kbps
Sep 4, 2015 10:1... ICMP 192,168.15.200 0 192.168.12.2 2,048 ping GigabitEthernet/1 Wlan1 INGRESS 0 (BE) 511 Kbps
Sep 4, 2015 10:1... UDP 10.0.0.2 16,338 7.7.7.129 16,384 undlassified FastEthernet0f1/0 GigabitEthernetd/2 EGRESS 45 (EF) 60 Kbps
Sep 4, 2015 10:1... TCP 192,168.15.200 4,085 192.168.12.2 8,797 unclassified GigabitEthernetd/1 Wlan1 INGRESS 0 (BE) 24Kbps
Sep 4, 2015 10:1... TCP 192,168.12.2 80 192.168.15.200 4,287 http viani Gigabittthernetd/1 EGRESS 0(BE) 50 Kbps
Sep 4, 2015 10:1... TCP 192,168, 15,200 4,299 192,158,12.2 80 Maxis_Server == GigabitEthernetdf1 Vianl INGRESS 0 (BE) 2kKbps
[Sep 4, 2015 10:1,,, UDP 192,168.12,2 53 192,168,15.200 61,148 dns vlani GigabitEthernetd/1 EGRESS 16 (C52) 4Kbps
[Sep 4, 2015 10:1... TCP 192,168.12.2 15,255 192.168,15.200 4,111 undlassified Wlan1 GigabitEthernetd/1 EGRESS 0 (BE) 320 bps
Sep 4, 2015 10:1... TCP 192,168.15.200 4,263 192,168,122 a0 http GigabitEthernetd/1 Viani INGRESS 0 (BE) 1Kbps
Sep 4, 2015 10:1... UDP 10,253.60. 14 3,206 10.253.50,255 137 netbios-ns GigabitEthernetd/0 GigabitEthernetd/1 EGRESS 0 (BE) 998 bps
Sep 4, 2015 10:1... TCP 192,168.12.2 80 192.168.15.200 4,273 http vlani GigabitEthernetd/1 EGRESS 0 (BE) 13Kbps
Sep 4, 2015 10:1... UDP 10,0.12.2 1,027 3.8.8.2 1,604 ditrix-static lan12 FastEthernetdf1/1 EGRESS 0 (BE) 37Kbps
Sep 4, 2015 10:1... UDP 10.0.0.2 1,027 7.7.7.14 ] tHip* FastEthernet0f1/0 GigabitEthernetd/2 EGRESS 0 (BE) 359 Kbps
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Flow Report - Directionality

ports
Iraerface Bandmids,
T Analpsis

B Bapbeations [AVC)
B NEEL

i PR

B Wieeleds

i Miscellanesus

c:mnmﬂ-im

Tave
Save 25

Create

Delete
Seradile

o
[

el
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F Show Toral i ate

Humiter of datasets: 18

Sae 11,0208 P

2ep 11,2001 P

2ep 11,2000 P

Sep 11,0908 PU

Tap 11,2907 P

Tap 11,0908 P
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Flow Report - Directionality

Appllcatlon 15m 1h sh 1d

Execute Report

S : Number of flows: 44,516 _
ricer FEEN OO s o =Jrime seies =[]

Search Example: (site = Honalulu | site = Chicag & - g X r 7

InIF [ owr [/ Drecton \ |
GigabitEthernet0/1 Vianl
GigabitEthernetdf1 Vianl
Viani2 FastEthernet0f1/
Inbound GigabitEthernet0/1 Vian1
Outbound GigabitEthernetd/1 Vian1
GigabitEthernet0/1 Vianl
T
Vian1 GigabitEthernetOfL
GigabitEthernetd/1 Vianl
GigabitEthernetdf1 Vianl
GigabitEthernetdf1 Vianl
Vian1 GigabitEthernet0/1
Vianl GigabitEthernetD/1
GigabitEthernetd/1 Vianl

LiveAction
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Automatic Granularity - Report Length / Data Bin

LiveNX stores all data in the raw in the short term database

Application 15m 1h 6h 1d 1w

07 AM Data bin: 1 minute Execute Report

Selilyey Al Devices All Interfaces = Number of flows: 44,516 _
[STeRd " DefaultFilterGroup Outbound Graph m Bit Rate

Search Example: (site = Honolulu | site = Chicago) & wan & flow.app = webex-meeting X - ?

15m to <1h =1 Minute Bin
1h to 30d =5 Minute Bin

If selected, the long term Flow store will be used for the report — If the data is available.

Appllcatlon 15m 1h 6h 1d
25:08 PM to 05/13/16, 0 08 PM Data bin: 5 minutes

Source o= - || Etherneto/1 Number of flows: 2,698

(G ~DefaultFilterGroup ~ Inbound and Outbound (elETali] Basic Flow | Time Series ~ | Bit Rate

Search Example: (site = Honolulu | site = Chicago) & wan & fiow.app = webex-meeting X -] 2

LiveAction
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Long Term Data Storage (2)

The Dashboard Flow Source alters what devices and
interfaces are processed in Long Term Report

System Application Qo

How is data populated? I:sn select the Flow

Flow [IP SLA | WAN-PfR

Processing. Hain
Aeris
You can find the Flow source on the Flow tab of the Reports
Dashboard.
Setup
Discover Devices

. | e

Define Sites
File View Users QoS Flow Routing IPSL
=R = & i i Configure Alerts

‘Dad'bna'd.Mmage @ epand | QSF Conliase Fow
First exp%‘ e ——
=

=

Flow Alerts - 24 Hours

0700 PM 0000 P 1100 Pl

the ‘aalfd o
Dashboard | e Search Exan Ak =
=-4® Home | Prani You can configure the “Flow source” to use
- tags for either Device, Interface, WAN, Site,
or Tag
2019Apr01 © 2019, LiveAction, Inc. All Rights Reserved. LIVeACtIOn
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Commonly Used Reports
* Top Applications
* Top Talkers/IP addresses
* Top DSCP
*  WAN Bandwidth Utilization by application
* |Ps and Ports
2019Apr01 © 2019, LiveAction, Inc. All Rights Reserved. LIVeACtIOn 103
103
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Use Case 1 — Top Applications

Applications > Application

prerryy et e Saalh 8 i T Sapi

™

7 Sh Totad Bt Ratn

T

I
B e =
i === = E 15
2019Apr01 © 2019, LiveAction, Inc. All Rights Reserved. LIVeACtIOn
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Use Case 2 — Top Talkers
Address > Top Conversations

P 40 Do | 43 Irtwctace o =
Camnaon Asses [r— - Barc Fiom # [l ima sares ®[J0x aee =
Scurce Addrem
Cemeanan sbirens o sewin %o [
Seurce Address
Sea Trate
Dagnaton Sp Trum
Scurce Sen Trate
= aroce
Eeneacni
Fctomet t
Sewiomin Gt
Aopicaton
DECH v Arpheation
o of Sanece
oscr
¥ Masara
% neokcators (001 2]
[ | .!fJ
[re—— Saph w0 hid PRy prerEey Sy £ 212 Ak Ry B3, w18 ik See3a. 10 07 2 Py
Sae
Save i 2 Shw Total B Ratn
Creme [ —
[ Towifoes | dewws | insanese | owivws | owsenme [0 adse s Coumry | 17 At 2 covry |
G = e ) Erie »
w4 @ ot = Sireos =
schatie o b Mo e Trezn
i A% e s i s
o 0 T Avton . 20epn
Exprt 10 O ™ une o e 2Mtn W LD ST
Y ) svton im s 85 LEARETIE STATES
i = e o 2. L bcn 8 LSAPETID STATES |
LiveActi
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Use Case 3 — Top DSCP

QoS > DSCP

2019Apr01 © 2019, LiveAction, Inc. All Rights Reserved.

LiveAction

106

Use Case 4 — Top DSCP

Network > Interface Bandwidth Summary Report

Interface Bandwidth Summary

e e —
oy - —, -

Search wan & fiow.dscp=EF]|

:ﬂ
2019Apr01 © 2019, LiveAction, Inc. All Rights Reserved. LIVeACtIOn 107
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Use Case 5 — IPs and Ports
IPs and Ports Report

By

= R =8

2019Apr01 © 2019, LiveAction, Inc. All Rights Reserved. LIVeACtIOn
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LAB: Reporting and Alerting

* View & Create Reports

* Configure Alerts

2019Apr01 © 2019, LiveAction, Inc. All Rights Reserved. LIVeACtIOn 9
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LiveAction

110
LiveNX Topology — A Blank Slate
LiveNX acts as a framework to help you V|suaIIy manage and
troubleshoot your network devices... ==
* Add devices
* Routers & switches
Turn this...
* Configure interfaces
* Enable SNMP & Flow collection
* |dentify end-points e —
* Various icons I‘_ - ,..-;';
* Create Groups e -
) T IntoTHISI -
* Filter flows... & X ,}
2019Apr01 © 2019, Lii\:%.\ct'\on, Inc. All Rights Reserved. LIVeACtIOn 111
111
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View Users Qe
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Adding Devices
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LiveNX contains many “wizards” to guide you through the process...

Flew R

Discerver Devices

Impart Daicat
Export Devices

Mansge Devices
Befresh Devices

2019Apr01

e | View Uyen QoS Flow R

Add Deviee

Discover Devices

Mansge D] $tm b: Spety whit  ssam
et B g e 3 B

Belresh D

ot bl

Sorety et e

| St 2wty s ot
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File | View Users Qo5 Flow R
Add Device

Discaver Devices

Impan Devices

Export Devices

Masunge Divices

Refresh Devices

-

vt

L

L T T

LiveAction
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Add Device

Adding Devices

Steps

1. Devic
Infor

~

CLISe

@

CLI Se

IS

. Select:
Select.
Select:
. Enable

. Reviey

[ R ]

. Device

Add Device - Branch1-LA.dcloud.ci| Add Device - Branch1-LA.dcloud.cisco.com (198,19.1.1) > |
Add Device - Branch1-L| Steps Add Device - Branch1- Stens Add Device - Branch1-LA.dcloud.cisco.com (198.19.1.1) X |
Add Device - | Add Device Add Device - Branch1-LA.dcloud.cisco.com (198.19.1.1) =
Steps 1. Device| Steps 1. Device| Steps
Infor :
L. Des| Steps "1 Devia| steps Ry bevied| Steps Device Updated
Infc 2. ClIse Inforr] | 2 CLISe] Informat| "
1. Device C 1. Device| 1, Device Connection ‘You have configured this device successfully with the following settings (You may want to save the current
2. Informai|| 3. CLISe| 2. CLISt Inform| 3. CLISel 2, CLISett Information configuration to the device's startup config, so your settings will not be lost when the device is restarted):
Cc
i 2. ClIsettil| 4 Selec| 3. ISy 2. clrse| 4 Select| 3. ClISeti| 2. CLISettings (Configuring)
et Device Settings
3. CLISet)| 5. Select| 4, Seleci| 3, Curse| 5 Select| 4. Selectlr| 3. CLISettings (Monitoring)
4. Sele Monits Seti D ti
¢ 6 Select| 5. Sele| 4, Sclect| 6 Select| 5 Selectvl] 4, Select Interfaces P? ”QR = escription 1 cecons
5. Sele| 4. SelectIr 'olling Raf seconds
6 sekl s sectyl 7. Enable| 6, Seleci| 5. Select| 7- Emabl| &, SelectFe| 5. Select VLANs NetFlow Monitoring Mol Configure
' . 8. Revies| 7. Enabl| 6, Selec| B8 Revies| 7. EnableP| 6. SelectFeatures INetFlow Polling Enabled
7. Ena| 6. SelectFe i
9. Device| 8. Revie| 7. Enable| 9 Devicel 8. Review| 7. Enable Poling Medatrace Disabied
8. Rev| 7. EnableP| Adjacency Poling Enabled
) 9. Devio| &, Reviey 9. Device | 8. Review Configuration Qos Poling Enabled
9. Dew| 8. Review ¢ 3. Device 9. Device Updated IP SLA Paliing Enabled
9. Device L| CEF Manual Configure
Interface Settings
Interface NBAR NetFlow
Ethernet0/2 . .
Ethernet0//1 . .
Ethernet0,0 Ll L
< Back Next = Cancel Help
el V W/ ANl |
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Device Discover ry x

Device Discovery =
Scan and find connected devices

(©) Specify seed device to scan

“u ” H 1P Add Hops |1
* Use a “seed” device
Step 2: Specify SNMP settings
H (®) Use the Default SNMP connection settings Edit
°
S N M P Settl n gs & C re d S () Enter SNMP connection settings for this device
SNMP Versian Version 2 TargetPort |161

* Is the collection Node Local or... B

BACOVER DEVICES

[ P ——

inh, Flow, Biuting, 518,

e

Step 3: Specify node

Returns a dialog with suggested = .
devices to add. =

|iveAction

2019Apr01 © 2019, LiveAction, Inc. All Rights Reserved.

114

Device Discovery... Configure Cisco Devices

Allows you to pre-configure specific features on recognized devices.*

Add Devace - Branch1-LA delous o.com (190.19.1.1)
Stepn Validalirg Deviers. Stepn Select Feabures
N . 1fa o
Pt are— , ek on e o view, oo
3. Qul'Setangs (onstoring) Frahures on device
I Device Stabs Descripion
4. Vabdating Eranch 144 doud. cicn. com [ [ A Erable Meddotrace:
5 St Fesares v anchI-NY. deoued csco com ® Processng... ] it Probe o4 B Addbess
. Enable Poling
7. Undate Device rnerface AR tetFlow
. D s - Efemesnz
B, Devces Configuned Etwrmety1 E E
g Devics st [Ehemesfy b [
-
Expert Valdaton Detals...
< Back et > Frmh Carcel e < fonck Freh el =
*Creates a config t script to push
T "
IveAction
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Working Topology... Almost

v

=
i -
o
- By
L
=
- o = - B
- %
Devices installed... But no Flows?
i i
lve/ction
2019Apr01 © 2019, LiveAction, Inc. All Rights Reserved.
[ ] [ ]
Configure Flow Collection —= —
Iraiructions
A Flew Contguisben - a 4 P Corfiguration Table
Inicions 2
Select devions 13 configune fow e Tipe F Addrens Descpton  Tags Tt Agpka. Voomide.. Tradtc.. Custom
Plow Canfiguration Tabie B trachiea Sardard L YRR Qs 30 3. w w w v w
 Eheven BOWLL Eranchl LA O o o o
Select Device Tre Desopton  Tage  Trafic.. Appkc.. VooeMel.. Tradt.. Custom B Ehermest1 WOEALY totmrat =] (m] =] =]
0 @t Stardard " Cacnion s, © © © © © § Ehemein EE SRR =] =] =] o
O @eechaar Sraredard 31 [T © © e © o B Loochacs MLl =] =] =] =]
o N ) o / = @ wanchasiy Fanded LBl Cweioste. © © © © ©
& Eheremn FRC RNy el LA (=] (m} [=] (=]
 Eterrem)1 08412 et [=] =] [=] [=]
W Ehemen Pty [y = =] 2 =
G Losbedo wo1 a a a [m]
e Configure Seected Ciose @ s Sandard v BAMINIS O M50 ) ® ® © [
@ Idweamn . [ . =] =

of-§

22
T I T N IS I T T .

Save b Owaces. Preview OU1 Brvert ack i

N
a
e =2 a
o o (=]
o a a
g [ s
8 2 a
o o o
a a a
2 8 0
a a a
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Vew Traffic Flows!

Refresh the Screen! ‘

BB T AR e e St 5 e« i | § — ST

Y
\

%

I
N

: i
S
:

s%I I %

Pretty colors and
lines/arrows... but
still not connected!

LiveAction
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Merge Clouds
A “Merged” cloud is when you combine  Once merged... flows will properly draw
separate networks that logically form through the topology
one cloud, i.e; MPLS
G SN SN
- ;
L
v\ £/
S
P B ,\ ::;!‘f.:]flr 30, 10.255.200.4/30, 10.255.201.0/30, 10.255.202.0/30
/‘ - o ¥
10.255.200.0/30 v ] N \
R ' = - S .
ﬂ-g;'n}.ﬁzm -0i30 \ ) ‘,_,,)_—\\ v n\fn{‘:’-_
L -
b ™\ o el - B, 43
[ \ ' \§ R ANy 555 ospreonan
AT WA\ e o) / ) e
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LAB: Add & Configure Devices

We'’ve already installed the Server, Client, and a single
device (HQ SJ). It’s up to you to:

» Add additional device(s) to the topology
* Enable / Configure Flow collection

* Delete unused interfaces

* Merge Clouds...

LiveAction
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ANALYSIS

INTERNATINAL

e
WEA
FFImTIFiI'I

wwwwww
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Topology Basics - Grouping

o e G Qe e Beey FHA LN T | lepets Seen Do ol
Ottt Mg [ Lt

A
File View Users QoS Flow Routing
[&

2 . CiscoLiveDemo
| @@ c1941APN-212

| @@ cat2960xAPN-211
| @ cat37S0APN-213
| @ @ cat3850APN-214
| @@ dsco3350APN-215
B oc

&[] East

D =

Devices appear collapsed in their
groups on the device tree.

2019Apr01
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Devices appear on the topology
within their shaded groups.

-w‘n-w“-x-am “item - @i

2 LI
= W R Te | 0 S e T

| | F=]
. =SS
5 s 5
@
e fucs e s ?
4 [

Grouping makes device management easier!

LiveAction
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Topology Basics

Devices reporting issues will change
colors to prompt for investigation.

A

Fle Yew Usens Oof Flow fouting [PSLA LAN Took Regosts Window Des Help

Dastboard | Mansge [ Epand G5 Fow | Routrg | PRA | LN |

o [l B SO B B Take ) Rekmh WP Tom v CurentTee

Search Exsecie: {ste = Hork

2019Apr01
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Quickly identify many problem sites
visually

7T TN | commrmg | ey =) e | g

<

w |cumen

T I .
Ches_th11 - .
APRCAT_3HE_1E '
B
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Topology Basics — Add Network Object

Associate Network Objects with IP Addresses help to visualize devices such as PCs, Servers,

IP Phones, Laptops...

Step 1 Step 2 Step 3
Right-Click and create Draw connection to cloud Flows now connect
Network Object Bout
_____ == & =

eF - B e
2019Apr01 2019, LiveAction, Inc. All Rights Reserved. LlVeACtIOn
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Topology Basics — Add Network Object
Do it the EASY way!
Step 1 Step 2 Step 3
Right-Click on Flow Select the Object Shape Flows now connect
Endpoint

e

2019Apr01
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Device Semantics

Set Interface Labels, Destination, Speeds, Capacities...

R o T Ty
T

2019Apr01
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Auto-Semantic Discovery via WebUI

RAPID DEVICE DISCOVERY THROUGH p—

AUTO-SEMANTIC DISCOVERY FOR FAST p—
DEPLOYMENT TIMES -

The legacy way of inputting device name, IP address, interface type, etc.

into Livel

duces new Auto-Semantics capabilities that associate devices to s
link capacity, site IP mapping, service provider, etc. and auto populates
WeNX so you can be up and using the platform faster.

was time consuming and laborin eNX 6.2

2019Apr01
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Managing Data Storage

LiveNX creates pointers as data is collected g vew wes Gos siow Eum Psta

. Dashboard n..qgl | ’ Expand to see device
into the database. | & °~ @' semantic information
-m Search Exs
2® Home

Fde View Users QoS Flow Routing IPSLA LAN Took Reports Window Dev Help

Dashboard  Manage [T Colapse

P Address MNode: Labed Capadity Tags

o2z ke | |

10.254.255.212

10.254.252.212

10,254.254.212 USA
Device or Interface WAN Tagged Interfaces Site or configured Tags

LiveAction
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LAB: Customize Topology
* Device Semantics
* Creating / Modify Groups
* Network Objects
2019Apr01 © 2019, LiveAction, Inc. All Rights Reserved. LiVeACtiOn 129
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QoS Monitoring &
Configuration

LiveAction

2019Apr01 Inc. All Rights Reserved
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LiveNX QoS Baseline

* Configuring QoS Control on the network is very important, but if you
do not have a good understanding of your current network traffic...
implementing QoS could cause issues.

* You can baseline your network performance with NBAR2 reports or
Netflow reports before implementing QoS Control

* Baselining allows you to see current traffic trends and understand if
your policy will meet your network needs.

Live/Action
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Historical QoS Class View/Reports

P oo — Historical reports from these options
(3 Enable Pging | Appication / Class - Inputand Outout ~ | 15m thr 14 1w [ @

¢  FastEthernet0/1/1 Input: No Policy

Routing IPSLA LAN Tools

a5 | Flon | Routns | 7
(& Enable Poling || Application

& FastEtherneto/1, | Routing St ) T 2
Before QoS - by Application (48 IP SLA | %EE?E‘?;‘{ DesON0RGPM  DesdRUTO0AM  DenGTO4OOMM  DerdLOOTOAM  GesOZIZSGMM  esO3ONDRFM S T — |
LA * et 2 Post-Policy G-y o Opten *
Custom Dashboard I
Historical reports from o §
"Reports” Option oo
;_ DesDLOROOPM  Ded2 1200 AN  DerS2 0400 AN Dol OR00AM  Sec02 ZO0MM  ec 020400 P A . -
2019Apr01 © 2019, LiveAction, Inc. All Rights Reserved. I_I Vc’ \\'LIUI I 132
132
Discover QoS Policy Enforcement Points
Amber output Interface Policy:
e — a 0K - Has Drops
LiveNX discovers the topology & connectivity, and shows QoS Policies DK .
applied to Interfaces & status Vi1
e 2.8 '
2921-Demo-67_111 1941-WAN-67_113
172.16.67.111 172.16.67.113
XCG
i) AR
Gio/1 w 7
“~ T Other LOC_al 4
SR
i Fa0/1/1
joe— 192.0.1.0/24 o
Amber device: Device
Green device: Input Interface Policy: has drops
Device has NO drops No Drops
LiveAct
2019Apr01 © 2019, LiveAction, Inc. All Rights Reserved. Ive C Ion 133
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QoS ACL

* What is an ACL (access control list)?

* In the Cisco I0S, an access control list is a record that can be used to identify
traffic, which can even be used to manage traffic.

* After identifying that traffic, an administrator can specify various actions that can
happen to that traffic.

* You can use an ACL as a packet sniffer to list packets that meet a certain
requirement. For example, if there is specific traffic on your network that you
want to match for a QoS policy, you can use an ACL to identify that traffic to
better control it

2019Apr01 2019, LiveAction, Inc. All Rights Reserved. LlVeACtIOn 134
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QoS Policy Detail Display
ACL applied in this direction
Gi0/M to this interface - could deny some traffic!
2921-Demo-67 111 /7 Tool Tip Contains -
L | ok
o 172.16.67.111
Apr 24,2013 11:37 AN - Interface Details
y - Policy Name
/ - ACL Applied?
s | N - Bandwidth
: i ettt \\\ IFrom the CBQoS MIB!
— -s / S
- E'ET:"- 11
- & Gk 192.0.1. L i
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QoS Device View

A LiveActon - 722343751

B Fasdithemetd/i/L

Fie View Users Cef Flow Reuting PSA LAN Teoks Reperts Window Dev Help

Contbod | Mage [ Expiard et | Fow | moung | 2rsua | i |
o & Enave potiy

THAFFIC SHAPG_B_CLELED

BaselngressPoby

Policies applied on interfaces

s dreg)

295

21
1am
5,755
3906
1450

065
5647

2%

@

ee

oe oe

ee ce

ee ee
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QoS Interface Policy Performance

5 G Wi Do

o

. ) =T
Fle Viow U Qo5 firw. boukng. POA- AW Tochs frgatng - Yindow 5 Select ”Appllcatlon/CIass“ View
Detected Applications (Before QoS) [ “**
™ one Fef orm Gl - by Zpphcation (HERA) Bif!?nﬁ_—bﬂu_vkmwmﬂ"fbﬂ Optens *
= [Wlris [ nare R s 2y Lo g
 Eopas - He w & B B
Ingress Policy Name on Interface | v | o a o a
S P 4 3 i
© @ B7H0enc07_112
@ covmcr_in nom A « 1 .\
& @ cTeocar_114 n n n i3
3 Goooenli | R FOURSUSUSRSSUUN SNSRI RS ———— -\, S— u u I I
RS i = mwmm
@ i3 T [ an a5 i
@ 1,15 118 B B
5| mmw P
preevym
A R
g i s byt i optons =
hane i = SOV Lhou AR .
After QoS - Class View, CBQoS MIB el [ .
|| i " o g
|- ] W zemmrger R ) m awr
|- G WRoung b 15 1= 12
1 ] e tcrbtanage. o ] - -
I L= 0 = %4
| et -3 e -4 Fam s
| | Btk El £ ] =
| @D o o o o
7 e o o i
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QoS Troubleshooting

* Real-Time QoS Issues QoS class color shows class drops

o5 | Pow | Ravtng | PRA | 1|

G tnatie Poing | Acctcaton [ Caes = Cumast = 13w v 34 3w 1S Top 40 = Rae
» /1 Cutputs: €2
efore a5 - by Appkcaton PR Detore o - by Agpicason DA i pn Options
== G Sewune dg Lhour g
¥ 0 fodes 1008 LO4 -7
¥ Doaseme s » s 5
b ) [ v m s = i
# Weve 1 a “
- v W o a “
Sl ] « «
7 Durinane I w5 ™ um

A Clata Statities - £2 VOB (gt (2 QUEVEING

A ot - by Ol Optars
. s sharns
2R s
¥ - [
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. . .
Track QoS Performance & Policy Validation
Visualize QoS Performance Show Impact of QoS Policy
Owhtcard wsage ¥ Lapand Ouf Few Ry | PSA | L S — | o | ]
[ P P e —— e —r— B B e - vz T
'“l e Congestion
[ ey Indicator
(amber color)
Policy applied to Police In;ctive
Video to 512 Kbps
LiveActi
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QoS Dashboard
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QoS Status

Irtartace

et gt rermesif)
s et et
]

g et
an

G et

MO PN EGGAM GITOAM  GAAM DR AM MORAM KOG AM

Tesp 10 Class Input Bamdwidth Febeo =

e G oM GeosFu

1201114, 08:25:00 P ta 101/14, 07:00:00 P

Exciste s ettt

Owece
Cmen_tsat
Cnm_21
e
Com_ghat

Cim Intartace
A e e et et |
o setnin Peert

Top 10 Class Dutput Drops By Bitrate
Ingst B (kme) Cn ]
i e e e o P |
TRAPFIC SO 6. G Peeti
RAFIC SO A Cospeetil
2 SWTRALEEN . Pttt t/]
2 DTRACELEN.. Pt peeta L/}
v Sraprg ot | e a1

ssooad

Top 10 Class Gutput Bandwidth Fefso =

15m 30m Ihe 4hr

Ercio cam drtmn

Dawicn
Cmen 01
Com_tha
o 31
Cacn 831
Cac 831
Cucn 71,

Outpat B (Khpu)
e

Driven from MIB-Il, NBAR, and CBQoS MIBs
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Troubleshooting - Real-Time QoS Alerts

u N N . |
e/Qo5 Triggers

[A] Dashboard

Generate an alert when...

‘Main
Alerts

Reports

Setup

Define Sites

QoS Policy

System Flow |

Discover Devices

Manage Devices

Configure Alerts

QoS System Audit

Device Down

CPU and Memory

Config Change

Interface Down

2019Apr01

QoS Drops

Warning ¥ | A device becomes unavailable

i _ A device's CPU usage reaches or exceeds (>=)
A device's memory usage reaches or exceeds (>=) Yo

The running config changed time is later than the startup config changed time
The device configuration has been changed by LiveAction

Warning  * | An interface becomes unavailable

Custon Triggers | Notificatj | Sysl
Flow Triggers SLA Triggers
-

m

User-defined thresholds can
be configure to create QoS
alerts when thresholds
are exceeded

Alert Count i
B~ W Fiow 53,020
<¥T QoS TS ||
I7ITs= 508,
|| Device CPU/Memory 25
A |/ WiInterface Up/Down 0
| lDevice Config Change 0
| lDevice Up/Down 0
|| Routing 0
V| Lan 0
|| nterface Rate 0

15m 30m 1hr 4hr

P, -]

04/25/14, 06:37:41 PM to 04/25/14, 06:52:41 PM

© 2019, LiveAction, Inc. All Rights Reserved.
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Troubleshooting — Auditing QoS Policies

A QoS Policy and Performance Audit Report

Main | Performance | Issues | Polices

Single-click!
QoS Policy and Performance Audit Report
::I:‘::::in Bandmidth Device (lssues )
fud J—> System C[Lf«SS N{ISMATCH 7 classes that have the same name have different match statements. Classes across multiple devices with th

System EXCESS CLASS: The system contains 138 distinct class names. Excessive number of class definitions across the system
7609_143 referentia.com MO CLASS MATCH: 4 classes have no match statements. Classes were defined with no match statements.
APN-CAT_3560_14 SWITCH REMARK: Enabling QoS on switches will remark DSCP/COS values to zero by default unless trust is enabled
APN-DS-16.actionpacked.com NO CLASS MATCH: 4 classes have no match statements. Classes were defined with no match statements.
cat2960SCOPE_1-14 NO CLASS MATCH: 12 classes have no match statements. Classes were defined with no match statements
cat2960SCOPE_1-14 SWITCH REMARK: Enabling QoS an switches will remark DSCP/COS values to zero by default unless trust is enabled,
cat2960SCOPE_1-15 NO CLASS MATCH: 1 classes have no match statements. Classes were defined with no match statements.
cat2960SCOPE_1-15 SWITCH REMARK: Enabling QoS on switches will remark DSCP/COS values to zero by default unless trust is enabled
cat2960xAPN- NO CLASS MATCH: 2 classes have no match statements. Classes were defined with no match statements.
211 actionpacked.com

2019Apr01 © 2019, LiveAction, Inc. All Rights Reserved. LIVeACtIOn
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LiveNX QoS Configure
* Full MQC (Modular QoS Configuration) support including WRED, CBWFQ, Priority
Queuing, Shaping

* Read pre-existing QoS policies already configured on devices

* Take snapshots of current QoS configuration for future use

* Apply or remove QoS configurations quickly and easily across multiple interfaces

* Copy QoS policies across multiple devices, including associated ACLs (Access Lists)

* Hierarchical policy creation for advanced configurations

* CLI command preview before applying policy

* Rollback to previous policies at anytime*

* Built-in rules for QoS settings that highlight violations

2019Apr01 © 2019, LiveAction, Inc. All Rights Reserved LIVeACtIOn 143
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LAB: Quality-of-Service

* Investigate ways QoS can help
our gateways be more efficient!

=

0

Ry
7

A 4
J/
[onl L
c‘r}\

Al

LiveAction
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LiveNX
Implementation

Live/Action
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Server / Collector Node Sizing

LIVENX 8
LIVENX 8 DEPLOYMENT OPTIONS

Component

Virtual Appliance Option

Custom Deployment Small Deployment Medium Deployment Large Deployment

Used for less than 28 devices or  Used for bess than 100 devices or  Usad for 100 to 500 devices or Usad for $00 to 1000 devices or

less than 25k flows/sec. lesser than S0k flows/sec besser than 100k flows/sec besser than 150k Mowsisec

Specifications

Specifications:

2019Apr01

https://www.liveaction.com/support/specifications/

Virtual Platform

LIVENX CLIENT SIZING — DETAILS

The client application can be launched via Web Start directly from the LiveNX Web Server or
Mac. For large scale depl the client application installer ks as it can s

OTHER COMPONENTS

PHYSICAL DEPLOYMENT
PLATFORM - DETAILS

LiveAction
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Disk Sizing- SNMP

SNMP

i |

i
!

e QoS, IPSLA, Interface stats, etc.
* Raw data - never averaged on disk

* Poll rates and technology determines
utilization

LiveAction Recommends

* Router polling = 30 seconds

e Switch polling = 1 minute or 5 minutes
* Poll fewest technologies required

o T T | e [ i [ [ e | o (o |
e T v W F ® P
— 8 FF e B
i~ F ¥ B F @
°  r e @ r @
e e ® B F r
= ¢ ® r r ®
= ] = = L =
P e P P P B
F F F B B
P P F P B B
° P @ e r
P ® R B O T
P r e R PR
g 8 P B PR
N ENERENER
= e = = B
e e ® B B
o F e
I v o®
e ® P

r Cisco_1811 10.0.50.11 Cisco dsco1811 Local
T Cisco_1941 10.0.50.12 Cisca dsco1941 Local
T Cisco_2921 10.0.50.13 Cisco dsco2921 Local

2019Apr01
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East = - r -
East = r r I~ [30seco... =| configured
West =2 r r ™ [30seco... =] configun

Live/Action
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DlSk SIZIng o Local drive preferred

Minimum equivalent to SATA 6 Gb/s performance
7,200 RPM base or 10,000 RPM for better performance

SN M P RAID 10 for better performance
SSD for better performance
. QoS, IPSLA, Interface, etc. stats 0 SAN and NAS

Meet performance and latency specification of local drive

* Raw data - never averaged on disk

Support sustained writes at high speed

*  Poll rates and technology determines
utilization

ShortTerm Flow = 90% of storage
* Raw data - never averaged on disk

Support sequential reads at high speed for sequential blocks

We typically see:

1 year SNMP + Long Term Flow
<=

1 Month of Short Term Flow

*  Flow/ Sec determines utilization
Long Term Flow

* 5 minute averaged on disk

*  Capacity Planning data

*  WAN data is default data sent here

LiveAction

2019Apr01 © 2019, LiveAction, Inc. All Rights Reserved.
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Disk Sizing
SNMP ‘ Each LiveNX node supports ~76TB disk space. Recommended way is to add each disk of 10TB ‘
wumberopevies | a0 | o | s |
[ snvp/month | 22-45GB 56-112GB 112-225GB 225-450GB

Poll rates and technology determines utilization - This is assuming 25% of devices are 30 Second Poll/ 75% 60 Second Poll

Short Term Flow

— < 100cec <2000/ec < s000/cec
Shart Term Flow/Month .75TB 3TB 6TB 9TB

Long Term Flow

g Fiow Rate (K flowssec <o000/cec < s00cec
Long Term Flow/Month 7GB 30GB 60GB 90GB

Live/Action
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NetFlow Bandwidth Overhead — Someone ALWAYS Asks!

Device Type Flows/Sec Full-Duplex User Bandwidth NetFlow Bandwidth NetFlow Bandwidth
Avg.-Peak Average Peak
.61
34

WAN Router 158-309Kbps 2Kbps (1%) 14.8Kbps (4%)

505K-1.1Mbps 16Kbps (3%) 42.4Kbps (3%)
27 820K-2.6Mbps 22Kbps (2%) 36Kbps (1%)

197 ~21-39Mbps 85Kbps (.04%) 117Kbps (.03%)
366 ~37-72Mbps 161Kbps (.04%) 219Kbps (.03%)
474 ~80-125Mbps 280kbps (.03%) 396Kbps (.03%)
593 ~75-115Mbps 317Kbps (.04%) 418Kbps (.03%)
633 ~146-335Mbps 470Kbps (.03%) 578Kbps (.01%)
22,000 ~4-4.2Gbps 11Mbps (.02%) 12Mbps (.02%)

Bandwidth | <768Kbps 1.544Mbps 3Mbps 10I\{Ibps o
higher
3% 1%

Overhead 2% <.5%

Note: the percentages represent the percent of bandwidth utilized by Flow compared to rest of the end-user bandwidth. Each of these

examples has Flow configured bi-directionally on only the WAN interface. . .
LiveAction
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Disk Retention

Tools > Options > Database:

- Mrades [ Local | tnatias | Admin can set:

» Data Retention policy
* Manual Purge

* Backup

Mounting

3
@3 &

s
| || o Do e e ey b e e [0 v
||| utomaiicaly pure dota cider har [T =]
G Before puaging, archeve o [C: Users aon Deskion Dalsbose Qen.
— :
7 Duplay & marring when any database sie exceeds; [0 ... = |
P Actomancaly purps dats older thani [10ar =
¥ Befo mw:]:
Hert
 Desgiay exceeds: su:.__vi
¥ Automaticaly purge dota okder ther: [dors ]
7 arden i e
Lang Term
W Desplay databane iy “..'1
¥ Ausomatinly purge data oider than: [859. =
& Bek wrchovn 5 [0 s g Pkt Patabace S rgTer . . .
ek, e e [ 3] Disk full = Automatic Purging

pip

¥
3

LR

!
!

Provision Enough Disk Space! LiV@A\CtiOﬂ
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Search - Data Bin

15m 1h eh 1d

Application

Execute Report
Number of flows: 44,516

09, 07 AM to 09/ Data bin: 1 minute

[Nl * DefaultFilterGroup i Outbound v

Search Example: (site = Honolulu | site = Chicago) & wan & flow.app = webex-meeting X -

* LiveAction stores all data in the raw in the short term database

* LiveAction stores all data in the long term database with 5 minute average
* 1 minute bin < 1 hours search

* 5 minute bin >= 1 hours search

LiveAction
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Long Term Report Management

Populating data in the data store... Then select the

Flow Tab
The Dashboard Flow Source alters the what devices
and interfaces are processed in the Long Term Report System | Application | QoS | Flow [IP SLA | WAN-PIR

Processing.
& - “"| Flow Alerts - 24 Hours
Nerts
You can find the Flow source on the Flow tab of the Reparts
Dashboard.
e ﬁ
File View Users QoS Flow Routing [PSL ficiis Do
o) 1 ta
T v s | @7 |
First Qe ré
expand the Q- o Mt " orooeM  0G00PM  1100P
Dashboard Search Evan Confoums Fow
Name == JFiow source wan|
= 4% Home Protocol
‘Apphcation =
You can configure the “Flow source” to
use tags for either Device, Interface,
WAN, Site, or Tag
LiveActi
ACL
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Device Semantics...

The Flow Source is a flex string that can only be set as only | Dashboard | Mansge| [BExpand | | QoS Fin Expand to see device
as Device, Interface, WAN, Site or Tags. S | a3 information

Fila View - Usars - Qo5 Flow. Routing 1P LA LAN . Tools - Reports. Window - Dev. Help.
Dashboard  Manage [T Colapse

Q-
- -Tm
10.254.255.212
10.254.252.212 Ll
10,254.254.212 ¥ USA
Device or Interface WAN Tagged Interfaces Site or configured Tags
] [
IveAction
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|
NetFlow Best Practices |

N

Live/Action
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NetFlow Best Practices

* Use LiveAction to deploy NetFlow

» Use Flexible NetFlow when possible*

* Use NBAR2 and standardized on Protocol Pack

* Use NetFlow v9 or IPFIX

* Enable Flow on the fewest interfaces possible

* Medianet and AVC on WAN interfaces only for routers
* Use good IOS for Medianet and AVC

*with good/modern 10S

2019Apr01 2019, LiveAction, Inc. All Rights Reserved. LIVeACtIOn
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NetFlow — Configuration Management
[ e €11 e E )
Use Best Practice NetFlow
templates built into LiveAction
o Note: LiveAction Support has configuration guides for enabling flow
_a= || for platforms that may not be part of this configuration wizard.
2019Apr01 © 2019, LiveAction, Inc. All Rights Reserved. LIVeACtIOn 163
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NetFlow — Flexible NetFlow
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=

=

b

= v

= =

= =

=

i€ationf NBAR2
ationf

/-

=

=

s

L T=1] ke

om0 2

= =

= =

= =

= =

= =

= =

o Wndon

o STikes

o 10 e

o Bxdon

opE -

opE - _’:‘

.

. Pl 15000 Nt 3
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NetFlow — NBAR2
‘audio—over»h‘ttp ' cisco-jabber-audio
internet-audio-streaming cisco-jabber-control
internet-video-streaming gmail cisco-jabber-im
skype apple-app-store google-docs cisco-phone
mstr]:l'messenger apple-ios-updates google-earth cisco-phone-audio
Fek '; apple-services google-play h323
n Z n mac-os-x-updates google-plus mgcp
Phan Orj itunes google-services ms-lync
; aDZO y itunes-audio gtalk ms-lync-audio
rﬁp fog ; itunes-video gtalk-video ms-lync-video
Ea ‘t: uty facetime gtalk-voip rp
witter gtalk-chat sip
youtube skinny
facebook ' telepresence-control
espn-browsing webex-media
espn-lVldeO webex-meeting
skydrive webex-app-sharing
salesforce
wikipedia [P H H
http This is a sample of the applications found on a
- - V] H
ihnusltuagram LiveAction Customer’s Network via NBAR2
yahoo-mail I_I A t.
A
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NetFlow — NetFlow v9 or IPFIX

IPFIX = IP Flow Information Export

You can think of IPFIX as IETF Standard NetFlow v10

NetFlow v9 and IPFIX are template based — Allows extensions for inserting extra data
into the Flow records

IPFIX allows for more fields and that can be variable in length

IPFIX allows a vendor proprietary information
Example IPFIX variable fields:

URL
827:2 ads:2 248:3 829:2 pixel;r=1608579339;fpan=0;fpa=P0-322201277-
1287906563231;ns=0;url=http%3A%2F%2Fw:2 quant.swf:2 981:3 crossdomain.xml:3 913:2 914:2 461:2
cgi-bin:6 915:2 ad:2 462:2 adcedge:2 839:2 quant.js:2 api:3 761:2 notice.do:2 _vti_bin:2 jaction:2
images:10 pixel;r=1182204851;fpan=0;fpa=P0-322201277-
1287906563231;ns=0;url=http%3A%2F%2Fw:2 features:4 shows:6 adServer:2 captions.xml:3 pagead:9
499:3 live-streams:2 b:3

us.bc.yahoo.com B:1

thumbnails.huluim.com

NetFlow v9 - RFC3954
IPFIX — RFC5101

LiveAction
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NetFlow — Where to Enable Flow?

The Fewest Interfaces Possible!
Why?
* Most Efficient
* Lowers CPU, bandwidth consumption, disk space

Routers
* Usually WAN Interfaces Only
* Usually Tunnel Interfaces Only for IWAN/DMVPN

Switches

» Watch CPU if lots of interfaces are enabled with Flow

* If switch only supports ingress Flow, use fewest interfaces that
provides required visibility

* If switch support ingress/egress Flow, typically only uplinks
required

LiveAction
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NetFlow — AVC/Medianet

Use solid versions of 10S for AVC/Medianet!!!!

+ AVC/Medianet enabled on fewest interfaces possible
o Enable only on WAN interfaces for routers
o L2/L3 uplinks only on switches

* Modify Interesting traffic class-maps where applicable
class-map match-any LIVEACTION-CLASS-AVC
match access-group name LIVEACTION-ACL-AVC

class-map match-any LIVEACTION-CLASS-MEDIANET
match protocol rtp
match protocol telepresence-media

Note: LiveAction Support can provide additional details and 10S data.

LiveAction
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AT IRTERRATIONAL
COOPERATION |

e
WEA
PRODUCTIATY

mﬂmxlﬂ?lﬂ]%%%ﬁ?s PI.AN o 1

,AF'E*wsmuH“SINESSSHAHES“ - o

MAHKETIHG
ummn PRITNERSHIP I]EV[LI]PII[IIT o

L]
=

Other Best Practices
AWS'S-m oo ‘“'"‘s‘n"mswﬂuu

“==[NFAS

Live/Action
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A - F|
e LiveAction Prefers the following Defaults:
i e * Tick - A device becomes unavailable
e * Tick - CPU Utilization
F [immng =] Adevers ouimge resches o exceesn (o0) 2 %
| T | S i * Tick - Memory Utilization
Device Conif Change ard Access
r [ . o * Tick - Commands sent for monitor-only
F [wareyy =] Commands are sent to. tr ardy O] crrdentain
& [ =] Tede * Tick - Device config has been changed via LiveAction
h:hm e * Tick - Interface becomes unavailable
e i i * Tick - An interface has errors (CRC, Frame, etc)
Qo Drops
il i e * Un-Tick - Interface drop rate errors
I~ Generate events anly for sekected interfaces. .
¥ o 5] Gomtrrse et} pico ke * Tick - Class drop rate exceeds = 0Kbps
Tl semmmsmesmanian * Tick - Class-default drop exceeds = 1500Kbps
el | o | Cancel | L- ]
2019Apr01 © 2019, LiveAction, Inc. All Rights Reserved. IVeACtIOn
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/Data Center A

\

LiveAction
Server/Node

2019Apr01

Provide QoS for:

Remote Site 3 N\

« SNMP, Flow, SSH/Telnet to devices
« Nodes Communicate on TCP 7026

T "
Ive/Action
© 2019, LiveAction, Inc. All Rights Reserved.
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Semantic

‘Dashbcard Manag EExpand

Name PAddess |  MNede | Label | Capadty | WAN [Service Provi...] Site Site IP Tags |
E 4% Home
- [7] west
B @ Cisco 2971 10.0.50.13 o [ | | | |sanFrandswm 92.168.15.0/24, 10.0.12.0/24 _ [Enhanced, USA
& FastEthernetd/1/0 10.0.0.1 100.0 Mbps r
& FastEtherneto/1/1 192.168.45.2 Link to 8.8.8.0 30Mpps @ sP1 To-erizon
@5 GigabitEthernetd/1 192.168.11.2 To-Box_Jely 3.0 Mbps I sP2 To-TimeWarner |
- GigabitEtherneto/2 192.0.1.1 testing 10Gps [
@ Vianl 192.168.12.1 r
& Van12 10.0.12.1 W000Meps [
Lo Vian2 192.168.100.1 000Mbps [
L8 VLANS
Label, Capacity, WAN, Service Provider, Site, Site IP
M M M n M n
Semantic data makes LiveAction come “alive”!
. .
LiveAction
2019Apr01 © 2019, LiveAction, Inc. All Rights Reserved.
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Semantic Data — example 1
Search site=San-Frandsco | site=Chicago | site= Mew _York & wan & flow.dstport=19420

= b)) 2
L & - '* =
R - = /
BT - /
u /
- /
— /
/
S/
’ /
e & N £
ST 8 AT 3560 10 \. 2
r s Pn =° E —
[ .
iveAction
2019Apr01 © 2019, LiveAction, Inc. All Rights Reserved
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Semantic Data — example 2

Search wan & tag=Enhanced & flow.app=RTP

Cisco_2921 yourdomain.com - GigabitEthernet/1

500 Kbps

400 Kbps

300 Kbps

Bit Rate

200 Kbps

100 Kbps

0 bps
Sep 11, 12:52 P Sep 11, 12:64 FIl

Sep 11,1244 FM Sep 11, 12:48 PMI Sep 11, 12:48 PM Sep 11, 12:60 FM

Sep 11, 12:40 FI Sep 11, 12:42 P
Date

]

Number of datasets: 2
Device Interface Name | Direction Total Flows Total Bytes Total Packets | Average Bit Rate [ Average Packe...| Peak Bit Rate | Peak Packet Rate

Cisco_2921 GigabitEthernetd/L  INGRESS 30 61MB 653,856 541 Kbps 727 pps 547.6 Kbps 735 pps

[ Cisco_2921 GigabitEthernetd/1  EGRESS 30 38MB 467,585 341 Kbps 520 pps 344.8 Kbps 524 pps

| . | V\-l“\\—\—lon

2019Apr01 © 2019, LiveAction, Inc. All Rights Reserved. 174
i I
Semantic Data — example 3
o
Ciscn_T921 - AL [rtarinces = r
e T— B ~ - a3 Pl = [frime seres = [funime =
Eawrch. x -
-
3
2
g
o 11, e01 b Sop 10,0008 P00 fom 1,018 P Py fop 11,0332 Pl Sap 10,8240 Eon 10,0334 P00
Date
Totw Bytes | | aversge sa kate [ avernge Packot hote|  Pesk S hate | Fmsk Pucket Rate
TR M FXTERD ) Thien O e ERT ™) e
Crasts nam ey Iten e 1m0 axn
FoT m fioe ozes Livepn wan
frei e hees pro [ wip
Schaduin
L) =
Bt to 5V
el
| :JJ M
Live/ction
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d

| Quality of Service

2019Apr01 © 20 veAction, Inc. All Rights L IVeACtIOnW
176

How to Implement QoS

Step 1 - Recognize Application Traffic (Classification and Marking)

Step 2 - Prioritize (Queuing and Shaping)

Step 3 - Throttle Traffic (Policing and WRED)

Step 4 - Buffer Tuning

2019Apr01 © 2019, LiveAction, Inc. All Rights Reserved. LIVeACtIOn 177
177
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Step 1 - Recognize Application Traffic

Classification and Marking

* ACL - Match SRC/DST IP addresses & port numbers

* DSCP- TOS byte QoS markings

* NBAR - Protocol discovery by Cisco devices

2019Apr01 © 2019, LiveAction, Inc. All Rights Reserved.

LiveAction

178

Step 2 — Prioritize

Queuing and Shaping

* Priority Queuing - LLQ
* CBWFQ - Guaranteed bandwidth

* Shaping - Transmit data to software set limit,
buffer and queue overage

© 2019, LiveAction, Inc. All Rights Reserved.
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Shaping (or Scaling)
40% Realtime
15% Signaling \ ‘ v
10Gbs ' i —
100Mbs
30%
5%
10%
SHAPED
BANDWIDTH
ORIGINAL LINK SHAPING
BANDWIDTH
2019Apr01 © 2019, LiveAction, Inc. All Rights Reserved. LIVeACtIOn 180
180
Step 3 —Throttle Traffic
Policing and WRED
* Policing - Transmit data to software set limit, drop overage
* WRED - Selectively drop specific data before congestion occurs
2019Apr01 © 2019, LiveAction, Inc. All Rights Reserved. LIVeACtIOn 181
181
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Step 4—-Buffer Tuning (advanced)

Limits / Priorities

* Queue-limit — Buffer size that stores queue data during
congestion

* Priority queue BC — Token bucket interval that schedules

the releases data in priority
LiveAction

2019Apr01 © 2019, LiveAction, Inc. All Rights Reserved. 182
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INTERNATINAL

e
WEA

Classification & W o) e o\
. conetaarmn CONCEP TS 7 PI.AN ST
Marking

,AF'E*wsmuH“SINESSSHAHES“ .'

MARKETIHG

n Al\

E= o
e

lmmmn PANTNERSHI® |]|';\'[|_|]P||[IIT

Aumms..m I wSIlJI'I

“E{EAS  E=

Live/.\ction“
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Recognize Application Traffic
This may be the hardest & most important part

Step 1 — Day 0: Application Landscape

Step 2 - Use Filters/Search to identify traffic in LiveNX

Step 3 - Use visualization & reports to confirm traffic

Step 4 - Standardize on DSCP values

Step 5 - Use visualization & reports to validate DSCP

Step 6 - Update QoS policies on routers/switches/etc.

Step 7 - Confirm QoS policies via visualization & reports in LiveNX

LiveAction

2019Apr01 © 2019, LiveAction, Inc. All Rights Reserved. 184

184

Classification: Day 0: Application Landscape
* Step 1: Review customer’s critical applications

* Step 2: Review LiveNX Flow Reports to understand application usage:
* Application Report site Traffic
* Interface Bandwidth Summary e —
* |Ps & Ports
* Site Traffic

e Destination Site Traffic

* Source Site Traffic

2019Apr01 © 2019, LiveAction, Inc. All Rights Reserved. 185
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Classification: Create Custom Filter

e T ] T P nlE b s ey
Wiy B AT O g Anme
r Tites Entries
E I*DeﬁultFlIterGroup h 4 | | SR e ~ Colerpp bbb [ 8]
e — Base | achearced |

u|
o O [irieeed] Hrfereet it Interet
up

T ORI —
£ 3 Vo] Referanced Pt Ve - I — -]+ Ay
= Il [vdes] Reteernd Finer: wlen
& B Drectory] Anfererced Fiter: Drectory
* M Rawang| Reterenced P Rowirg
-

e
B [N-Remanng! Sow Do vl P

gl r—
| Z|
T ET
- 3 -J
=
B Ei|
# b c ¥t
- e Domn e o B -
Live/Act
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Classification: Copy Voice Filter

[ ramp———
W Cmerne ooy Ot 5 Geame

Filter Entry Detait

Do e e ooy
I Type 7 PADly By BRI

* Find pre-canned Voice filter crommabar e o @ 7]

. ha | actvanced |
* Copy and rename it % e —
| e
e e

a0 dembor.
S
T "
Ive/Action
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Classification: Delete Unused Entries

W e P W Cooy T Dot (5 Berame: Filter Entry Deta =
Delete unused Entries e e g (W s ot
° VolP -Tnmwaw[—_ur_w—rc
» Ventrilo TCP orsmsea T
* Ventrilo UDP |;-?—_| :_::w

a0 dhime Do
S
2019Apr01 © 2019, LiveAction, Inc. All Rights Reserved. LIVeACtIOn
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Classification: Add/Edit Entries
[ = X
F Cream P Ty Gy i Oete B Revae Filter Extry Detads
[ pe—— =] e I S o 1 e Bt ooy
Pt Enkben Type: 7 PwiOnly ™ PvEOnly  Boh Pl AP
7 vour <k e | Acearnd |
l:n:m Iw-::zm,marm-mv_wl SR —— 2
Edit Entries: ST e s >
° h 3 2 3 —> w /
o RT P < I‘l“ Delete 1] Rename: : e
° SI P :mmm_g it — o
[ adtbney 7 Add Defrwd rotingn [ Delete. 3 :ll
Add Entry: B e
° M G C P | | | [ =]
.mmumcmlmm =]
= —=i|  LiveAction
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Classification: Edit Entries IR Protocois/Appiications Setup B

o7 Create Definition [y Copy 3¢ Delete 3] Rename

MGCP s e I © [ |
TCP/UDP = Src or Dst = 2427 2727 Entries
TCP — SrC or Dst = 2428 [2. Add Entry ¢ Add Defined Protfapp  [§¢ Delete

H323
TCP/UDP = Src or Dst = 1718 1719 1720

4 | »

Mote: Defined protocols/applications added as entries are not editable here,
but can be edited by selecting them in the drop-down box above.

SIP s B ——

TCP/UDP = Src or Dst = 5060 5061 5062 1aver 4 Profocok [LOP (17 M

Ports

Match Source and Destination Ports

i
RTP / Source: [16384-32767 =]

N

/
UDP = Src AND Dst = 16384-32767 S@: [1e384-32767 —

port numbers or ranges separated by (e.g., 80 88-443)

~N N

Help | = |
LIVe/ACTIOr

2019Apr01 © 2019, LiveAction, Inc. All Rights Reserved. 190
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Classification: Voice_FiIter is ~¥95 accurate

L e £
F CreateFlter F Copy T Delete (5 Reriaes Hilter Eartry Detaiby
Fiter: [ voce-cark ¥ Shew or ~ Hde the folemrg
T IPType: & A0y © ooy Sath v AT
e axitnry (B addofer Fiter [ ek oy [ (B Color Mappisg Label & Color: (77 ] -vI
T vose-ark i | acteancnd |
8 [4GCF] Show Fvé Only (Prot (Ao smoo) ¥ Match Protocel Ports Bl
1 [Sanny] Show [Ped Orly FrotiAopesionry]
[H323) Sreww vl Only (ProtAsp=hI23) Sl reate
:I,g'_'gvn“\"blvl“:‘ﬂau-w] ,ﬁ Create 7 Edt [Ty Cooy
Vo
. M GC P / o
+ Skinny ! 3}
« h323 e 3
- RTP = B
« SIP a0 i :
I~ Match iscr
= =]
™ Match Device toteriace
o o " _— Pk i i 4 ) T IOA o
Note: There will likely be a false positive or two with this Filter L /\ t
| IVE/ACLION
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address to Filter For:

+ Skinny
 SIP
If feasible, add voice subnets to:
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Classification: Voice Filter is ~¥99 accurate

W Create Filer T Doy W Delete 55 Rerame:

Filter Entry Details

it [ o

[ adienry (B adtother i (3 Deesesry (3

[ Vosee-crh
W (MG Shew (Pret (ko smge] AND [P Sre DR Dstel LL1OR LLLY)
8 iy ] Shew (Protidpoestamy) A4 (V45T OR Dstel 1L 10K 10.1T)

[M323] Srow Frotidop=n1Zd) AKD (IPv4 5rc OR Dst=L. SR LLLD
8 7] o (e Oty Procfigperts)

- h323
- RTP

= Shew o Hde the Tolowng
B Type DGy T hElnh T Both I AT

{Codar Mapping Label & Lolar ]FW v

T —— 2]
for sy Tk
e 3] emam e ey
V=

B el

[Hatch 12 Aciresses Ragarcless of Socece or Dessranon

=
sowwfiiiiinis ]
i )

|

‘Enter I ackdresses, ranges, andjor subrets senaaned by mnaces le.0.,
ARG SLIEAIR 10016081

I™ Match oscp -
e v

15

2019Apr01
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Classification: Displa

y Filter Colors

H ICCM-\-‘oice - |

u
"2 KB [ S flenes

s Fhowe ol Ovraed foen

[

& et confaprnd

= o

2019Apr01

ITop 200 - | ‘ ﬂ IDispIay Filter Colars = |
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Classification: IPs & Ports Report Use this report

S — o 3 to validate
IPs and Ports 1d 1w 304 Cust Filter's
— Accuracy.

Tew Wan Applestans
Top Wan Appicaton ~

NBAR2 is your
Friend!

o 22,1298 A8 o 22,1818 480 o 22,1530 A8 S 22,1532 A0 S 221534 AN S 221530 A0 o 221538 A0
Dats
. 7 Show Tetal B2 Rate
Sae ks Mumber of datasats: 17 o
Crese
alete WA BTt
BAE US161Kes  TIESEres S151Mms Mg
ehudids » e SHETT WMIlKbps  65pes WS MKegs  G5pes I
= UM BRTH WZBONOS 21435008 WGBS 121pos
o 5 E 5509 AI5Rms RSTRRE - -
Expont 1o C8v " M8 WA Gadbps  0bpes
PR W31 Bebeior  R0Soee ] 1
Help s [ WIS ELITene  434Toos ATOSKEGe  dAlpes =) A =
2019Apr01 © 2019, LiveAction, Inc. All Rights Reserved. 194

Marking: Selecting DSCP Values

Cisco Name/ RFC4594 Name Class Class Class

EF (46) EF (46)

it iitzo e AF41(34) AF42 (36) AF43 (38)
edia Conferel EF (46) CS4 (32)
CS5(40
Strea eo (40) AF31(26) AF32(28) AF33(30)
€54 (32)

Real-Time Interactive A () AR () AR (B CS4 (32)

Broadcast Video CS5(40)

. Ca"ij nallnkc | Cs6 (48) CS3 (24) Eéz (ig)
outln / Network Control €s3 (24) €S2 (16) (48)

Network Management CS2 (16) CS6 (48) CS2 (16)
Transactional Data / Low-Latency Data AF21 (18) AF22(20) AF23(22)

AF41(34) AF42 (36) AF43 (38
(34) (36) (&) AF41 (34) AF42 (36) AF43(38)

AF31(26) AF32(28) AF33 (30)
AF21 (18) AF22 (20) AF23(22)

AF21(18) AF22(20) AF23 (22
(e (A, (2, AF11(10) AF12(12) AF13(14)  AF11(10) AF12(12) AF13(14)
AF11(10) AF12(12) AF13(14)

Bulk Data / High Throughput Data

Scavenger / Low-Priority Data BE (0) CS1(8) CS1(8)
BE (0) BE (0)

These are just Cisco’'s recommendations — all values are arbitrary!
You can use any of the 64 values, but you will see these most often.

Live/Action
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Marking: DSCP Visualization

! ICCM—VDice

- | ||T0|3 200 v || i IDSCP

=

Coler Mgy By DSTP
WOy
“2MB | 12 flowrs
Wan{arzn

2019Apr01
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Look for BE traffic, Why is there any BE VoIP traffic?

LiveAction

196

= Reports

Marking: DSCP Report

Is there any BE VoIP traffic?

admlx]

Irkarface Bandwidth

pplication

Top wan Appleatian
Raw Application Tope
Raw Application Fath
application Brijmstion
Sae to Site Apghcabe
DSCP vs Apohcabion

Usar Filter SR Audi
Application DSCP Auc
She to Site User Fiker
San to ik Appheatic

Crante

Export to C5V
Hele 2019Aprol

Bew 32,1018 AM

Bew 32,1020 AM

Baw 221022 AM Baw 221024 AM Bew 221020 AM Baw 221028 AM Baw 221030 AN
Date
¥ Show Total Bit fate
Number of datasets: 2 -
psch [ TotalFlows |  Tetalgvtes | Tewl Pockets Sit Rate Packet Rate | Peak 8it Rate Peak Packet fate
& (BE} 14 ™ME LTS BED. 11 K B01.95 cxm BT 35 K Bl pen
P owmm » 7M. 75,372 145,87 ibps 30557 pps 15353 ibos: MSops

© 2019, LiveAction, Inc. All Rights Reserved.
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Marking: User Filter DSCP Audit Where is the BE VolP traffic?

= Repens
Interface Bandwidth
Top Annlyes
IPs and Pests
tPs and Application
[ Address
i Appleatians
Fretecal
Fratocal Part
Appheation Group
Apglication
Application Fiow Durs.

User Filter

DSCP Audit

Teg Agrpic
Te Wan anpilsation
Raw Applicaticn Topa
Haw Application Fath
Appheation Prenein
Site o Ske Applicatio
DSECE ve Application

Bussness Nelovares

1o Sie User filter
Site 16 §2n Appheatio
Troe of Service

== =

Save
Save A5

Create

Schedule
PO
Export to £5V

Help

2019Apr01

600 Kbps :
o |

400 ks

Bit Rate

300 Kbgs
200 Kbps
100 Kbps

Obps

Sepzr

[ Shew Tetal Bt Rate

mbar of datasete: 8

0T AM

Sap 221021 AN

Swp T2 10T AM

Sep T2 1028 AM

Date

Sap 229037 A

Sap 22 9020 AM

Sap 221031 AM

Al femaireng o (BE)
voe )
Ve =0F)
Vewr o [EE)
vee €}
Alfiemanng om0

FEEES
17,73
86,828
142,566
142,202
136,434
50,270
20,016
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29,33 e % oo
76,04 4o 15841008
75,04 Kboe 158.00 pos
7276 ki 151 B g
3214 K08 6657005
1054 idee .75 p0e

96,79 Kien
.70 kbos:
ol Kbps
72,85 Kign
32,1208
AL24Kdes

th is helpful!

fion

198

198

= Flepons
Irtarfacn Hardwith

Agphcatinn

Traffe Clase

Type of Service
nsce

Report Actions.
Save
Save ag

Create

Sehedule
FOF

Expart o S5V

| #619Apr01

Aggiication Group

Asgheation Flaw Dura
Tap Wan Apclications
Top wan Appilcation
Aaw Applicaton Topo
faw Application Path
Apghcation Projectian
Srte to Site Appheabe
DSCE ve Application

Business Aelevanze

User Filter DECP Ausi

Site to Site User Fiter
Site 10 Sitw Applieatic

Marking: Application DSCP Audit

| e o

Where is the BE VolP traffic?

Application DSCP Audit

Bew 22,1023 AM

 Show Totsl Bit Rase
Number of detasets: 6

Saw 221025 AM

Bew 321837 AB

Bew 22, 10,28 AM

Date

Sew 22103 AN

Bew 22, 10,35 AM

Search
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is helpful!
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Marking: IPs & Ports Report

Prarapar |

IPs and Ports

Sep 22047 AN Sep 22,1068 Al

Date

7 Show Total Bt At

Pt of datasets: 15

[ [ protoeet [oee v adae] are por [Due 10 ssar| oatpen | osce fapen -
000 2 ]

0ond w0
0087 W
52122 15

a1

BRkaneERuey

2019Apr01

Is there any Rogue EF traffic?

© 2019, LiveAction, Inc. All Rights Reserved.
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LiveAction
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slesoinusl=

13C-8L_App-Match_Mark_FADI0in
LICBL_App-Match W12 In_eh 0
13- _Aco-Match 12t _pa 0
1ICAR_Complete_FAQI0_in_ch
1ICEL_Complete_FADN0_n pa
1_AcorMash_Mark FAO10_In
AR, [ Mach_FAOYO B
3L _[rS0P-Match_GI0Y_In

A8 _fooMatch_Mark FADLD I
ACHL_pppah_Mark 120
4L Emoty D507 Mark_FA010_In
58 _Empty_DSCP-Mark

VOIP_SIGHALING

1 HIGH_DaTA_GUELE

5| MG _DATA_GUILE
vIDeo

7| clasedefiawit

O8Ce: £33
o508 C52

DSCP: AF3L
ORCR: aF4

Mapoed Class Detad
I~ oo all vaffic for cass.

Clasai | paking | Quurueess | Pokong | Shapng | Comoression | wieD | o6 | unspported |
Match onc Aey

+ Frotmeol - using NBAR : cuseeme

Match-all: paciet must
meset 84 £rieria te be &
memter of the Class,

]

2019Apr01
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To Classify: Use ACLS, DSCP, & NBAR2. Then mark with appropriate DSCP.

Live/Action
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201
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Classifv: Where to Mark

No’te° Best Practice

Mark on LAN Ingress,
Flow marked end-to-en

g

ST

=
- E

om ot 15511'

i l'.‘

2019Apr01

2019, LiveAction, Inc. All Rights Reserved

LiveAction

Classify: Where to Mark Note: Try not to do this!

i
i

If you mark on WAN Egress, Flow will look
like this and will net report well In LiveNX
This is due to 10S order of operation

| APN-CAT_3560_1%
10.050.14

=5 T
N e -

L L

2019Apr01
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Classify: Where to Mark
Policing can be used to mark traffic, it is best to do this type of configuration on LAN ingress too

=]

Mapped Classes
3=
W 2 llCB.}apMth Mark, M“ﬁb
e e

--_ lJC-ﬂ.)ooMﬂnm “.I]J‘r_pq)

=2 x«,_un-w:hmmm_r
B 5| 0L DECP-Matdh FADLD B

2 7| 3041 _pEee Mk 6101 I

7 [ aca1_sop-Mach Mark_FADI0_in
B L] AL Aoo-Hath Mark W12 30
-8 xw_ummeny

Mapped Clage Duead

I~ Dol e for css

Gty | Marking | Quucing | Pobong | Staping | Compression | WRED | DAL | Wpperted |
7 Enatie poking

viclate actiorr: [ (Dmfomit)

SovetoDeie | Prevewcll

|
] "
LiveAction
2019Apr01 2019, LiveAction, Inc. All Rights Reserved.

204
Classify: Next Steps?
1. Use same visualization & reports to validate polices
2. Repeat these steps for all important applications
2019Apr01 © 2019, LiveAction, Inc. All Rights Reserved. LiVeACtion 205
205
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Lab: Classify / Mark

* Run Reports

* Recognize application traffic
* Mark

* Validate DSCP values

LiveAction

2019Apr01 © 2019, LiveAction, Inc. All Rights Reserved.
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Queueing & Shaping

Live/Action

© 2019, LiveAction, Inc. All Rights Reserved
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Shaping: Throttle Traffic via software & Queue

40% Realtime

15% Signaling

SHAPED
BANDWIDTH
ORIGINAL LINK SHAPING
BANDWIDTH
2019Apr01 © 2019, LiveAction, Inc. All Rights Reserved. LIVeACtIOn

208

Shaping: Throttle Traffic via software & Queue

Conform to Provider’s CIR

1Gb Interface 1Gb Interface

No Shapin |
Pine 100Mb CIR 100Mb Shaping 100Mb CIR

Conform to Network Limitations
1Gb Interface

100Mb Shaping 100Mb Interface
2019Apr01 © 2019, LiveAction, Inc. All Rights Reserved. LIVeACtIOn 208
209
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Shaping: Configuration

Mapped Classes

SN

TRAFFIC_SHAPING_&_QUEUEING Class Name Classify Marking Queueing Palicing Shaping

Mapped Class Detail
I~ Drop &l traffic for dass

Classify | Marking cing | Policing Shaping | Compression | WRED | DBL | Unsupported |

#ape using: IA\rerage vl

Rate: [1,544 IlQ)ps ;'

|V Committed burst: |l15440 bitg
[V Excess burst: IO i

Best Practice is to set CIR, BC, & BE:
Shape average <CIR> <Bc> <Be>
Bc= 1/100 of CIR ™~
Be=0
Shape average 1544000 15440 0

LiveAction

2019Apr01 2019, LiveAction, Inc. All Rights Reserved.

210

Shaping: Configuration

10Mb
o, e
mo Q§)§ v =3
\_\ 1.544Mb @

This design requires a Multi-Class Hierarchical Policy
Since the provider doesn’t have QOS, you must do it

2019Apr01 © 2019, LiveAction, Inc. All Rights Reserved.
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Shaping: Configuration

B a MLH.TT-CLASSHEIRARCHICAL-SHAP[NG
& REMOTE_10Mb
] Qo QUEUEING Match on: Any

g-=) & == |Match : ACL Name : REMOTE_3Mb_ACL
QUEUEING

-] REMOTE_1.544vb

Uaﬁ‘l I'\"Iarkingl Queueingl Policingl Shapingl Compress

fdo QUEUEING
dass-default

Access Rule Entries

permitip 192,168,1.0 0,0,0,255 192, 168,2,.00,0.0.255

w — =5
e —
/Act
2019Apr01 © 2019, LiveAction, Inc. All Rights Reserved. ve C Ion

212

Queueing: Selecting Bandwidth Allocations

ClassType 4 8 B These are Cisco’'s SRND
Cisco Name/ RFC4594 Name Class Class Class o
_ recommendations, these are
10% 10% . .
Multimedia Conferencing ’ 0 LiveNX is great at helplng Wlth
this
10%

Call Signaling 2% 2%
IP Routing / Network Control 2%

Network Management / 5% 2%
Operations,Administration,Management (OAM ) Remaining ’

Transactional Data / Low-Latency Data 10%
24%

Bulk Data / High Throughput Data 5%
<5%
Scavenger / Low- a 1% 1%

Best Effort <25% 25% 25%

Live/Action

2019Apr01 © 2019, LiveAction, Inc. All Rights Reserved. 3
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Queueing: Understanding Traffic

This is how one voice call looks:

[EEp—

7
Cyw=_ans
[ pa—"
- e

1x G.711 Call is ~82 Kbps
1x G.729 callis ~ 24.6 Kbps

Consistent pps = no burst

2019Apr01 2019, LiveAction, Inc. All Rights Reserved.

- iveAction

214

Queueing: Understanding Traffic

This is how 3 voice calls look:

1x G.711 Call is ~82 Kbps
2x G.711 Callis ~164 Kbps
3x G.711 Call is ~246 Kbps

Etc...

No Burst = No Buffer Tuning

2019Apr01 © 2019, LiveAction, Inc. All Rights Reserved.

Live/Action

215

215
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Queueing: Understanding Traffic

This is how one video conference call looks:

e Ot e e o gt |

Resolution 1080p 720p

Quality Best Better Good Best Better Good
Frame Rate 30 30 30 30 30 30
Bandwidth 4Mb 3.5Mb 3Mb  2.25Mb 1.5Mb  1Mp
Max rae) TZ8R  IZon — 23K 128K

Overprovision Video Queues by 20% & Tune Buffers

LiveAction

2019, LiveAction, Inc. All Rights Reserved.

216
Queueing: Understanding Traffic
Know critical apps SLA Targets!
Parameter VOIP Traditional Video HD / Immersive Video
Bandwidth 8-90Kbps 384 -768 kbps + 1.5-12.6 Mbps + network
network overhead d
Latency 400-450ms
Jitter 30-50ms
Loss 1%
Treat with Care!
2019Apr01 © 2019, LiveAction, Inc. All Rights Reserved. LIVeACtIOn 217
217
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Queueing: Understanding Traffic

Voice = LLQ /Priority Queue

Video =?

Vol

,—».-’
ﬁ Call-Signaling

= -  Critical Data

b: Bulk Data D

' Best Effort E:
Dual-
Classifier LLQ/CBWFQ FIFO Tx-Ring
2019Apr01 © 2019, LiveAction, Inc. All Rights Reserved. leeACtIOn 218
218
Queueing: Understanding Traffic
Voice = Priority Queue/LLQ
Video = Priority Queue/LLQ
VolP
—
| video |
-
ﬁ Call-Signaling
= “ Critical Data k -
\—b" Bulk Data D \_P P
| Best Effort |__-
Dual-
Classifier LLQ/CBWFQ FIFO Tx-Ring
**Always put Video in its own unique queue**
2019Apr01 © 2019, LiveAction, Inc. All Rights Reserved. LIVeACtIOn 219
219
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Queueing: Sizing/Capacity Planning

p—

Interface Bandwidth Summary 15m

[

[lel U] gal=Y Al Devices
F = 3 e
Rl “DefaultFilterGpflp M| & @ L = u e pipe e il . =

Search wan & fiow.dscp=EF]|

Network > Interface Bandwidth Summary Report

iR M|

=l

If Classification & Marking are in place, Flow is a great way to do queue

sizing

LiveAction

2019Apr01 © 2019, LiveAction, Inc. All Rights Reserved.
220
Queueing: Sizing/Capacity Planning
Pre-Policy QoS Report is a Great QoS Sizing Report
Befirs Qs - by Clase Before Qof - by Class in Kops Qptons =
e
F B dess-defaut w207 J:!IR Z:Iﬂ 1::[7
00 FO 3 L% E) m
F Evor_sigiaL... (] (] (] ]
<o ~ W vieo o o a [
F EHEDNM DaT. o [} ] ]
—— P EvcH_pata_. ] ] ] a
: ot 1000 5
. Tetal: 003 4w 065 85
This report shows the volume of bandwidth of each queue before QoS is actually applied
2019Apr01 © 2019, LiveAction, Inc. All Rights Reserved. LIVeACtIOn 221
221
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Queueing: Capacity Planning

QoS Drop Report can also be a QoS Capacity Report

Drops - by Class Drops - by Class in Kbps Options ~
Name | curent | Pesk [ Sminute Avg | t-hour Avg
£V dassdefault 1316 1,997 1404 1,310
- ¥ [ dass-default 798 1,416 702 1,087
5000 ~ 0O 668 %67 692 32
¥ [ VO _SIGNAL... 0 0 0 0
4000 ~ W VIDEC 0 0 0 0
[ [ MEDIUM_DAT. . 0 0 0 0
-+ I HIGH_DATA_.. 0 0 0 0
3000
P
g
8
,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,, %
ST Lol - 2,000
""""" 1,000
o
124331 Pha 12:1431 PO 12:15:31 PR 12:18:31 Pl 12:47:31 bt 12:18:31 A
Total: 1,466 2,114 1,394 1,318

gross sizing errors. But is not the whole story, fixing drops may also required buffer tuning too!

LiveAction

This report shows the volume of traffic dropped after QoS is applied. This can be good for finding

2019Apr01 © 2019, LiveAction, Inc. All Rights Reserved. 222
222
M H H Mapped Classes
.
Queueing: Configuration T
Class Name Classify Marking Queueing Policing
* : 763 Kbps

[VOIP_SIGMALING L] Class : 60 kbps

HIGH_DATA_QUELE . Class-based: 50 Kbps

IMEDIUM_DATA_QUEUE ) Class-based: 75 Kbps

VIDEO . Class-based: 50 Kbps

iclass-default * Fair

Mapped Class Detail

Match on DSCP [~ Drop all traffic for dass
Classify | Marldngl Queueingl Pol\cingl Shapmgl Ccmp(assionl wREDl DBLl Unsupported
\@Qm
Edit
] .
LiveAction
223

2019Apr01 © 2019, LiveAction, Inc. All Rights Reserved
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Queueing: Configuration

d

Mapped Classes

B R|E|=]

Queuing Palicing
(Class-based: 756 Kbps

Class-based: 60 kbps
Class-based: 50 kbps
Class-based: 75 kbps
Class-based: 50 kbps
Fair

Order Queues based on priority.

Mapped Class Detail

Queues are match in a top-down order, so T breatveficfordess

Classify I Marhngl Queuemgl Pohungl Shapingl Comp(assmnl WREJl DELI Unsupported

this helps ensure priority traffic is matched o sy

Match : DSCP : 46 (EF)

by the appropriate queue if there are
configuration mistakes. It does not change
the priority of traffic transmission.

e |
| iveAction

2019Apr01 © 2019, LiveAction, Inc. All Rights Reserved. 224
224
. . . Mapped Classes
Queueing: Configuration  =[&|3=|
Class Name Classify Marking Queueing Policing
* Friority: 768 kbps
VOIP_SIGNALING - Class-based: 60 Kbps
HIGH_DATA_QUEUE - Class-based: 50 Kbps
IMEDIUM_DATA_QUELE - Class-based: 75 Kbps
VIDEO L] Class-based: 50 Kbps
class-default L Fair
Mapped Class Detail
[~ Drop all traffic for dass
Classify | Marking_Queueing | Policing | Shaping | Compression | WRED | DBL | Unsupparted
Burst size: |32 portS
Unknown elements:
Voice = Priority Queue
Video = Priority Queue (usually)
Everything else = Class based
Default = Fair Queue (optional*)
*There will be more drops with fair-queue L .
A
2019Apr01 © 2019, LiveAction, Inc. All Rights Reserved IVe Ctlon 225

225
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Lab

* Prioritization (Queueing & Shaping)
* Capacity Planning Reports
* Configure Queueing
* Configure Shaping
* Create Validating Policy

LiveAction

2019Apr01 © 2019, LiveAction, Inc. All Rights Reserved.
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Throttle Traffic

k)
"
|

———

——

Live/Action

2019Apr01 © 2019, LiveAction, Inc. All Rights Reserved
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Step 3 —Throttle Traffic (Policing and WRED)

* Policing - Transmit data to software set limit, drop overage

*  WRED - Selectively drop specific data before congestion occurs

LiveAction

2019Apr01 2019, LiveAction, Inc. All Rights Reserved. 228

228

Policing

Classify | Marking | Queueing Policing | Shaping | Compression | WRED |

¥ Enable policing ‘)

ot v (D B2 G5

UL BaseIngressPulicy

Committed Information Rate: [512 Ikbps =

[~ Peak Information Rate: I—
[~ Committed burst: |1,000— bytes
™ | Excess burst: Il,,UOO— bytes
Conform action: ITransmit j
Exceedacson: :

Violate action: I(Default} ;I

Fhps

ps

Best done on LAN ingress close to source

Live/Action

2019Apr01 © 2019, LiveAction, Inc. All Rights Reserved. 229

229
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WRED — What It IS...

*  WRED = Weighted Random Early Detection

*  Whatis a Queue? It’s a “holding tank” for when there is too much data to be sent

* Default queue depth is 64 packet. When queue is full, “tail drop” begins

*  WRED allows you to randomly start dropping data before the queue is full, to try to avoid congestion (tail drop).
Min Thresholds is when random drops begin. Max Threshold = Tail Drop.

* The “W” stands for weighted — allows a queue to reference DSCP values and assign each a different depth before

the random drops begin. e ——
* Can provide “queue-in-queue” like functionality W T
C\assn’yl Marhngl Queuaingl Po\idngl Shapingl Compression WRED I DELl Unsupuorhedl
RED Drop Ranges
Full Dropping Calculate drop probability using: |DSCP -

™ Explicit congestion notification

™ Exponential weighted constant: |1

¥ Override default settings |?r’ ‘Tﬂ

Min Threshold | Max Threshold | Mark Probability Denominator

10 (AF11)
Random Dropping 12 (AF12) =] 00 196 1
No Oropping ot e————y wb=e 14 (AF 13) i ES &4 1

P N—

: LiveAction

2019Apr01 © 2019, LiveAction, Inc. All Rights Reserved. 230

230

WRED - Warning!

*  Will cause more drops (harm) than normal, if not tuned correctly
* Typically only effective if multiple DSCP values are in a Queue
* Only 1% of customers are sophisticated enough to use WRED effectively

Mapped Class Detail
™ Drop &l traffic for dass

RED Drop Ranges C\asslﬁdl Marlqngl Queuelngl Pohongl Shapmgl Compression WRED I DBL' Unsuppcrtedl

ull Droppin:
——t Calculate drop probability using: IDSCP -

™ Explicit congestion notification
[~ Exponential weighted constant: |1

¥ Override default settings [2n | 3% |

Random Drepping Value Min Threshold | Max Threshold | Mark Probability Denominator
2o J B, HED=® S
—— m 100 196 1

14 (AF13) - |96 a4 1

Average Queue

25 ::5 Depth
2019Apr01 © 2019, LiveAction, Inc. All Rights Reserved leeACtlon 231
231
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Lab

* Throttling Traffic (Policing & WRED)
* Implement Scavenger Queue

e Police Queue

LiveAction

2019Apr01 © 2019, LiveAction, Inc. All Rights Reserved.
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== \

Buffer Tuning

Live/Action

2019Apr01 © 2019, LiveAction, Inc. All Rights Reserved
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Step 4-Buffer Tuning
(Advanced)

Queue-limit — Buffer size that stores queue data during
congestion

* Priority queue BC — Token bucket interval that schedules

the releases data in priority
LiveAction

2019Apr01 © 2019, LiveAction, Inc. All Rights Reserved. 234

234

Buffer Tuning
* Only really needed for critical, but bursty queues — VIDEO, Citrix(VDI), etc.

* Queue bandwidth is adequate, but drops still occurring...

R L T
T T e )
1 Ethernest 1 Outpat SHAPTYG
A d Outp A 0 il - -d\-‘@l-:t-n-ul-o o
Bandvidth Mlocation by Class “ro -
Class Name | Quewk setting [ Reserved Bandwidth b - =
VOICE [Priority Queveing (22 Kbps - R = I "
vIDEQ Priority Queueng =l froes =] L
SIGHALING Class-based Queueing == Jeoes =] §
s efouk pone | i T —
e == o3
|
oo e e e ey =y 2 —
S mmome | temtie Termaa] west ] -
S == [y e s
e - VIDEO Queue Config=640K
Rl U Flow Reports=450.5K Peak
SNMP Reports=539K Peak
But there are Video Drops???
. We need to tune the Video

Queues buffer size

Live/Action

2019Apr01 © 2019, LiveAction, Inc. All Rights Reserved. 235
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Buffer Tuning

Interface’s hold-queue >= total of all queues queue-limit
Show interface shows the size of the hold-queue
Output queue: 72/1000/1732089236 (size/max total/drops)

aping | Compression |

policy-map CZ_QUEUEING
Queueing type: IPriority 'I

class CZ_VOIP
priority 8 128000 Rate: 8 fres =]
exit |V Burst size: [128000 bytes

class VOIP_SIGNALING
bandwidth 60
queue-limit 512

g Queusing Pohcngl Shapingl Comp(assmnl

Clueueing type: |Class-based =

Rate: |ED Ikbps

¥ Queue depth: [F12

able Fair Queueing

LiveAction

2019Apr01 © 2019, LiveAction, Inc. All Rights Reserved.
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Lab
* Buffer Tuning
* Video Queue Performance Tuning
2019Apr01 © 2019, LiveAction, Inc. All Rights Reserved LIVeACtIOn 237
237
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Deployment Strategies

REVIEW

LiveAction

2019Apr01 © 2019, LiveAction, Inc. All Rights Reserved
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QoS Deployment Strategies

Step 1 - Deploy QoS in Phases

Step 2 - Use NetFlow Tools to Understand Bandwidth Usage
Step 3 - Understand Application Details

Step 4 - Get Business’ Buy-In

Step 5 - Understand the Network

Step 6 - Have a Plan

Step 7 - Use QoS Management Tools

Step 8 - K.I.S.S.

Live/Action

2019Apr01 © 2019, LiveAction, Inc. All Rights Reserved. 239
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Step 1 : Implement QoS in Phases!

Do the WAN

THEN do the LAN

2019Aprol © 2019, LiveAction, Inc. All Rights Reserved. 240

240

Step 2 - Use NetFlow Tools to Understand Bandwidth Usage

Apphcation (Flow) P}
Dwive: A1 WAH Dvcen  Inteelace: &1 WAN b fnces wiry  Diection: Widsournd e Outbeased Combiun] P Ty Bicic Flm  Evintion Typec Trrm Swvies St By B2 st
Bl Duron: | Mirars  Saan T Mar 28, 3019 138812 10T e 39, 2010 144012 P R e

—

o 1 Q | I
Legend G Application TotalFlows & TolalBytes & TolalPackels & AverageBitRale 0 AveragePackelRate T PeakBilRale o Peak Packel Rale O

-_ youtute (500 18808 182842 367 Mops 50635 pps 555 Mbps BE3 pps
- EIpn-video 78 119G 103562 264 Mops 201.55ppa B2 MEes 908 pps.
Ttpavidea s 76532 MB 564398 1.70 Mops 15678 pps 191 Meps 175pps

-— 13961 3578 ME 813243 .64 MBDS 22590008 355 Mbgs S15002
- vor 1,555 T24.85 MB asaaan 1.61 Mps .01 Kpps 1.6% Mogs 1.06 Kops
otriestatic 95 HT5IME 289741 1.22 Mops 749.21 ppa 1.33 Megs N7pps

. espobowsing 1776 51636 MR 462316 1,15 Mops 128 39 pes 359 Mtgs 44 ps
. oulookwed service 24723 10070 M Leerd 225.99 Kps 2388 pos 524.06 Kbps 548 pps
rip-sudio-smartprobe m 50,42 MB 1130263 20054 Kbos 31396 pps 221.60 Kbps 346 pos

- commplsemain 1,558 §9.55 M 1,492,570 199.01 ks 41480pps 207.63 Kepa 432 ppe.

*Use minute by minute reporting (no Averaging)

Live/Action

2019Apr01 © 2019, LiveAction, Inc. All Rights Reserved. 241
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Step 3 - Understand Applications Details

LiveAction

2019Apr01 © 2019, LiveAction, Inc. All Rights Reserved.

242
Step 4 - Get Business’ Buy-In
T
Li '
| | iveAction

2019Apr01 © 2019, LiveAction, Inc. All Rights Reserved. 243
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Step 5 - Understand the Network

ISR, www.cisco.com/go/srnd

ISRG2,

ASR1000

Catalyst 2

2960,3560, cuarTER

3750, 3850 Medianet Campus QoS Design 4.0

Catalyst [Overview

4500

Catalyst

6500

N With switches, start with SRND4 Auto-QoS where possible

exus
7000
LiveActi
Alls
2019Apr01 © 2019, LiveAction, Inc. All Rights Reserved. Ive C Ion 244
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Step 6 - Have a plan
Hmn—: mu -ua:u 105 version. . Pg_mg:ggn -m;a
T
Loudswille PFGE-LOUISVILLE-RTR CIS0O2E21 10255 353,52 |CIBOOMM-IFYOICE-MT 124-84 5
(CZBO0NM PVOICE ME 122-88.
CiscomEn 302552550 [CIBOONM-BVOICE MZ 12484
e [FEbORAT (PR [ | A WA (e |
e osuion
sat sa15 J15 028525068 [CIRIE-IPVOKE MELI-BA
Manchastar AiE_|cecoren  |a0dudeies NN 3
ssdsomlle  [rozuacesmiiame  |oscozen  [anassasyss |camommmvoice Mz izses .
LiveActi
Alls
2019Apr01 © 2019, LiveAction, Inc. All Rights Reserved. Ive C Ion 245
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Step 6 - Have a plan

LiveAction

2019Apr01 © 2019, LiveAction, Inc. All Rights Reserved. 246
246
Step 6 - Have a plan
T * oo isoe e oo
Compiee | @ «| D+ St - P o Predece
1 |nns = hidey  Toe 1011113 Toe 1071713
1% » = Data Collection Tday Tue 10/2/13 Tue 10/1/13
100% v = Collect ATAT Documentation Tday Tue 10/1/13 Tue 10/1/13
100% v » Collect Avaya Documentation 1day Tue 10/1/13 Tue 10/1/13
" 100k v A Create QoS Spreadsheets Aday Tue10/1/13 Tue 10/1/13
] #  Create QoS Network Diagram Tday Tue10/1/13 Tue10/1/13
15 100% v * MPLS WAN Overview Lday  Tuel0/1/13 Tue 10/1/13
0% » MPLS Head-End Details 1day  Tue10/1/13 Tue 10/1/13
7 lso% - MPLS Remote-Site Details Ldey Tue10/1/13 Tue20/1/13
' % » ACME High Bandwidth WAN Overview iday  Tuel0/u/13 Tue 30/1/13
S 0% » ACME High Bandwidth WAN Details - 6500 1day  Tue10/1/13 Tue 10/1/13
o > ACME High Bandwidth WAN Details - 4500 1day Tue10/1/13 Tue 10/1/13
o » ACME High Bandwidth WAN Details - 2960 lday Tue10/1/13 Tue 10/1/13
o% > ACME High Bandwidth WAN Details - 3560/3750 lday Tue10/3/13 Twe10/1/13
0% *» 4 Collect Bandwidth Statistics 1dsy  Tue 10/1/13 Tue 10/1/13
< 100% v  # Deploy Monitor oaly Qos Policies ldsy  Tue10/1/13 Tue10/1/13
% » Review Monitor Only QoS Statistics 1day Tue10/1/13 Tue 10/1/13
u% »  Collect Business' Input Aday Tue10/1/13 Tue10/1/13
100% v » Talk to Branches 1day Tue10/1/13 Tue 10/1/13
o% » Talk to IT App owners to get IP/Port info. 1day Tue10/1/13 Tue 10/1/13
o% *» Review bandwidth reports for critical Apps 1day Tue10/1/13 Tue 10/1/13
» » + Design Tdsy Tue10/1/13 Tue 10/1/13
1 so% » + Define Application Recognition Policy Aday  Tue 10/3/13 Tue 10/1/13
T "
LiveAction
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Step 7 - Use QoS management Tools

Chen:
dJdaaaaes
| Poboes | Classes | terfaces|
Fokoes. Haoed Clmses.
AR TR L LY ERA =

= | Clasa e

VO ST
e DATA_QUELE
MEDEM DaTA_QUELE
iogo

oo tueect: 50 820

Classbused: 50 Kgn.

[r—— Far

Magped Clans Detad
Ere l atte for class

o sty [ santrg] e | ek | g | Compressen | heD | 0. | repperted

Clmsfy  Mwing  Queerg Poborg  Supeg  Comressen  WAED DL Ueewn
—-——--_
Cassrbused: 60

e
=0
Li '
Ive/\ction
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Step 7 - Use QoS management Tools
| e | ey | B | |
0 iy | Aot o+ Ot = e e 30 e -
& keI EheretD) ] Oulput: WA Shaping
[T — et e bt S
Li '
| | iveAction
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Step 7 - Use QoS management Tools

Reefresn Alerts q, qo8
SEVIRITY 0 DESORPTION §  TaEOPEHED §  ACTWEFOR §  OATEGORY & T §  THIRDPARTY.
AN . Al v A v
& Critical T it e w K 29 Mar 2019, 02 32PM o Tew Seconds Device, Interface QoS Class 0
u Waming 1EE T T i af & tput 1 2 2019, 02 aPM A few Se0ONaS Dewice, Interface QoS Interfac.
& Critical T 1 v 1 fault e w 29 Mas 2019, 0231PM A minte Deica, Intarfacs 0o Class O
& Critical v dauit te was 64.71 § 29 Mar 2019, 0230PM 2 minutes Device, Interface QoS Class D
m Warning MEtemet tin veact T e of 43.24 the Output irect 20 Mar2019,0220PM 3 minutes Device, Interface Qo Interfac
& Critical wact 3 faut t " 20 Mm 2019, 0227PM  Sminutes Device, Interface oS Class D
& Gritical 1 Tault te W 0 29MEI019,1Z19PM  Zhours Device, Interface QoS Class D.
& Critical TRM t e w 20 Mu 2019, 12204M 14 hours Device, Inferface Qo5 Class D.
m Waming T v v " ¥ 27 Ma 019, 1217PM 2days Device, Inferface Qo8 Class r
u Waming T 1 v E H 447K 27 Mat 2019, 1217PM 2 days Device, Interface QoS Class Or.
u Waming TR_M v h 4 K 25 Mar 2019, 10°00AM 4days Dewice, Interface oS Class O
u Waming T 1 v te w ¥ 24 Mar 3019, 09 01AM Sdays Dewica, Intarfacs Qos Class O
< >
2019Apr01 © 2019, LiveAction, Inc. All Rights Reserved.
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SNMP Polling Interval

e =
i | | owo ]
h-l':ln;l':vl!;nlll:lb:‘_l
LiveAction Recommends
* Router polling = 30 seconds R
« Switch polling = 1 minute or 5 minutes L EEAED
« Poll fewest technologies required £
e | O AUSER
e i ovens A e |
E P

T Cisco_1811 10.0.50.11 Cisco dscol811 Local  East =2 r r I~ [30seco... =] Configun

T Cisco_ 1941 10.0.50.12 Cisco dsco1941 Local  East = r r I~ [30seco... =| configured

[T Cisco_2921 10.0.50.13 Cisco dsco2921 Local  West I r r ™ [30seco... =] configured
2019Apr01 © 2019, LiveAction, Inc. All Rights Reserved. 251
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Alerting — Customize Triggers

QoS Class Drop
£

ENABLED

ALENT TYPE &

@

2019Apr01

caTEmCY

Device, Intetace
Matwork
Metwerk
Syssem

System

Syusem

Srswm
Appication
Apgkcation
hpphcaton

Bitwork

Devica, Imartace
Dervice, Intitace

Matwork

2 sy

a Critical
& Critical
a Critical
& Critical
A Critical

& Ceitical

Critical
& Critical
& Critical
& Critical
a Critical
= Waming
W Waming

& Ceitical

£ Desun D THEESMOLDS

I .

2 Ervons » 3 Esrors for at least > 0m.

Local/Sanver = 40 % for at kast » 0 minutes

.

Local/Server == 60°% for al kast » 0 minutes

Loesl/Sarvar »e 40 % for ot kast » 0 minutas

for 9t loast = 0 mintes

Jitter Max = 10 ms for 3¢ least 0 minses

Jittier Min == 10 ms for a1 east > 0 minutes

L R

Pachet Loss == 10% for ot lesst = 0 minles

Doy Time >» 50 ms for a inast > 1 minuies

5

Do Mate » &0 kbpr Tor at least » O misutes

Qo Class VOICE Drop Rate » 40 kbos for at

- Drop Hate » 80 pps for o keast » O minues

o for 3% laast » 0 minues
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Servicebiow, Web Ul

Wely L

Web U

‘ServiceNow, Wed LI

ServiceNow, Wb Ul

Sarvicabiow, Wed LI

Serviceow, Wed U

ServiceNow, Web Ul

ServiceNow, Wed Ul

Web L8

ServiceNow, Wed LI

Servicebiow, Web Ul

Servicebow, Wed LI

ServiceNow, Wb Ul

Wety L

SHARING

: for this alert wil be reflected as the same severity used e
Status. Wi T saron iy 5

This abert may contrisute 8o status of an intertace, Devioe, and/or Ste

2, 7 does not contsete o e statss.

FoR AT LEAST &

[

FOR AT LEAST

Serntehiom
P g

[ wetus
Sraog

LiveAction
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Finish the Labs...

2019Apr01
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} What'’s Next?
f SDWAN

LiveAction

254

‘,, SD-WAN

/1 Concept Overview

Live/Action

255
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WHY IWAN/SDWAN?

uuuuuuu

Virtual Private
Cloud

Internet

* Fully utilize WAN bandwidth — seamlessly load-balance traffic
circuits on backup circuits

« Maximize application performance - routing based on network
performance

LiveActi
© 2015 Cisco Systems, All Rights Reserved |Ve A Ctlon

2019Apr01
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LiveAction LiveNX for IWAN/SDWAN Management

How Can LiveAction Help Manage the SD-WAN Environment?

* Baseline network and application performance
* Monitor QoS performance
* Visualize and mitigate application issues with QoS graphical control (w/NBAR)
* Visualize PfR intelligent path control so network admin can visually validate how PfR works
* Accelerate troubleshooting of network brownouts
* What caused the brown-out?
* How PfR reroutes traffic and protects application performance during the brown-out?
* Which applications are affected by a brown-out?
* Which service provider is having a brown-out issue?
* What traffic is moved from one provider to another?
* Graphically and easily define QoS policies so PfR can use them to load balance or protect

application performance during a fail over , ,
LiveAction

2019Apr01 © 2019, LiveAction, Inc. All Rights Reserved.
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IWAN Monitoring: CLI vs. LiveNX

CLI LiveNX

INET e
v 5 e
- t e ..-#;q,;‘-‘\\u
=
iy N ﬁ?‘
% = araia .
= MPLS o

LiveAction

2019Apr01 © 2019, LiveAction, Inc. All Rights Reserved.
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Live/Action
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Configure SD-WAN devices in LiveNX

* Add routers using their PfR Loopback IP

* Add all user created Tunnel Interfaces
 Add PfR Loopback interfaces )
* Add all physical WAN interfaces

* (optional) Add LAN interfaces

« Add all MCs and BRs routers o

2019Apr01 © 2019, LiveAction, Inc. All Rights Reserved. 260
260
Flow Configuration
A Flow Configuration -0 n
Instructions
Configure the type of flow you wish to receive from the interfaces
Flow Configuration Table
a-
Device IP Address Description Tags  Traffic Statistic... Application Resp... Voice/Video ... Traditional —Custom
@ Ethernet0/0 198.19.1.1 Branchl LAN LAN O O O O
& Ethernet0f1 100.64.1.2 Internet O O O O
@ Ethernet0/2 10.255.1.2 MPLS O O O O
— & |onphackn 10011 = Il Il Il O
& Tunnel100 172.16.1.1 DMVPN ove... INET, ... O
~ & Tunnel101 172.16.2.1 DMVPN ove... MPLS,... O
‘ Save to Devices | | Preview CLI ‘ | Revert | ‘ Back | | Close
* Enable Flow on Tunnel Interfaces
* (optional) Enable Flow on DIA interfaces I_ive/\ t
A\CLION
© 2019, LiveAction, Inc. All Rights Reserved. 261
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Flow Configuration

Flow on only Tunnels still provides
complete visibility of WAN

2019Apr01 2019, LiveAction, Inc. All Rights Reserved. 262

262

Ensure that PfRv3 NetFlow is Enabled

* Please ensure that PfRv3 NetFlow is enabled to send performance updates
to LiveNX.

* Enabling the “collector” command at the Hub Master Controller will
propagate the setting throughout the domain automatically.

domain <DOMAIN>
vrf default
master hub
source-interface Loopback0

collector <LiveNX-IP-Address> port 2055

Live/Action
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PfRv3 Flow

PfR log data is sent to LiveNX as Flow information

BN borAction - 156.18.133.34
Fle Wew Users Qo5 Flow FRoutng PRA LAN Tooks  Reports

el

[ x| O [vetmarrersine | [oviy e coboes 7| End pontss] i sadress ¥ || (D) laybiack. MetPlow Collcter Poling : 30 seconds
ST A x -
5 | DstPreficlon | QoS Clavdiatio,. [Poky QoS Closk.. | Sestom | ostsem | tndF [ Packet Loss Perc... | Bytes Loss Perce... | re Way Delay_[RTP1
L Arnier. 193KB WEh FIOEATI0 449041 11084720, 449041 100,10 1000 103 Turned 100 LY 0.00% L
Pma-fimk. £SO KB 7,002 FIDEATI0L 11110, 11064720, 111800, 100.1.0 10.000. 103 Turrwd 1 00 D00 0.64% 1
San-Jose - 19288 %64 - NDGATZD. 440041 11064720, 49041 100,11 10.0.0.103 Turrll00 0.00% 0.00% Ims
o Ll 7,050 - DI0G4T0. 11110, 11064720, 11000, 10.0,1.0 10.0.0.109 Turnelloo 0.00% 1.01% L
@ Lss i Turrsll 00 e el 2 - 1000.0000% 100 - - "} -
@ MO P Turewli 00 SkB &1 8 100000003 0oz
P Turrwlt 00 1528 2 k- 10.0.00 803 1.1
e Turrmil00 1528 2 m 10.0.0.108 10021
e Turelioo 190w P 2 10.0.0.000 10e1.1
i Turrli 00 S 1 F 1000.0000% wnazl
Lo Turewli 00 e o - 1000.0.003 10011
P Turrwlt 00 0B o k- 10.0.00 803 1ozl
e Turrmiloo B/IEB E1 m 10.0.0.108 10021
LiveActi
IveAction
2019Apr01 © 2019, LiveAction, Inc. All Rights Reserved.
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Network Semantics

* LiveNX network semantics to better understand and troubleshoot your
network.

* |dentify:

bl Yew Uoen Qo5 Flow Bouting PHA LAN Jook Repots Window Dev Help

* Group bt { s Fi oo

. WAN Iinks n-;m [P Address Mode Label Capacity WA SerwcePro.. Sue SR Taga
* Label

* Capacity

* Service Providers
* Sites and Site IP settings

* Device and Interface Tags

* Usage: Search, Reporting, Dashboard

Live/Action
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Interface Semantics

* Interface Semantics
* WAN Tag
* Label

* Capacity of Link (Example:
10Mbps) <

* Service Provider (Example:
Sprint or AT&T)

* Interface Tags — User Defined

10.0.1.132
100641024 -,
= I
e, -
Gl Loo N
/ EthoM \“
\
Other \
Branch1-B1 |
19.5.‘.3,1:1 80 |
.mﬁ“j
B /
ket EthO0  108.19.1.024
Local /’
it ey
3 =
~— | ] 07HS
b Ethoi2
10.255.1.0124

LiveAction

2019Apr01 © 2019, LiveAction, Inc. All Rights Reserved.
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Device Semantics
® GrOUp —to group devices wanam
together (Example: West) wnsrone T L
/.’@;.6 BEB’
. / LoD N\
* Site (Example: Los-Angeles) Vi i \
Ji=, \‘
e Datacenter tag 4 ;%‘E Brancﬂ:l:|1-El1 Other l
. . |Tut00 198.‘:*".%1 Eﬁg}
* Site IP settings - Y S ——
* Example: 198.19.1.0/24, it et :
g / \ Lo Y //
10.0.1.1/32 R ~—__ i
p Ethoi2
* Device Tags — User Defined
10.255.1.0124
2019Apr01 © 2019, LiveAction, Inc. All Rights Reserved LIVeACtIOn 267
267

Page
128

© 2018, LiveAction, Inc. All Rights Reserved.




LiveNX Training
Student Guide

Network Semantics

‘ Dashboard ‘Manag F Expand

Name PAddess |  MNede | Label | Capadty | WAN [Service Provi...] Site Site IP Tags

10.0.50.13 oca [San-Frandsco 192.168.15.0/24, 10.0.12.0/24  [Enhanced, USA
10.0.0.1 100.0 Mbps
@ FastEthernet0/1/1 192, 168.46.2 Link to 8.8.8.0 30Mbps [ SP1 To-Verizon
5 GigabitEthernetd/1 192.168.11.2 To-Box_Jely 3.0 Mbps I sP2 To-TimeWarner
@ GigabitEtherneto/2 192.0.1.1 testing 106Gps [
@ Vianl 192.168.12.1 r
Lo Vian12 10.0,12.1 00.0Mops [
b Vian2 192.168.100.1 100.0Mbps [

L8 VLANS

Label, Capacity, WAN, Service Provider, Site, Site IP

. "
2019Apr01 © 2019, LiveAction, Inc. All Rights Reserved. LlVeACtIOn
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Network Semantics — AND!!!
* LiveNX will automatically populate semantics values!!!
* Rapid Device Discovery / Auto-Semantic Discovery

* Associate devices to sites, link capacity, site IP mapping, service provider, etc.
and auto populates LiveNX so you can be up and using the platform faster.

LiveAction - 198.18.133.34
P adkem b Luwt Laoscty VAN Servce Pr.. e S P Tags
=
[resee— TRLIRL A, 1725621, 17218
LR Lo ngeies 1RO LA, 172121, 17214
ezt L
2008412
e
[T
prrerey nar Wi @ b
fLaTeTy s 1avmes B
P Yort. 172 0.0 1SR AR2074, 1000
Tt T iy 1721632, HRINI0, 1002
L Rt E N L
002
ey et Waves ¥t
rereT s 2 & s
Sanr s 101462 209, ATL16.L284, 17216,
FLSTRELE T San- v 10142229, 3T2I8.L3H, 17218
Tty wn
T
BET wasveps # MET
B e SanJome 10183325, 3TLIE LI, RIS
wan
T s savp @ S
e - o VL1229, ATEISLIM, TR 18 i =
resraes
Ive/\ction
2019Apr01 © 2019, LiveAction, Inc. All Rights Reserved.
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Ll
Another way to Setup the Semantics? PfRv3
. Dashboard
System | Application | QoS | Flow | IP SLA
Mam L A Learned PRv3 Sattings %
Das|
Alerts Site b :
r 1 I !
Reports Hete Site Name Locpback IS
| [sendose fionou0s e
New_York 100,21 10.0.0.101
Setup % Log_angeles 10.0.1.1 10,0.0.102
Alel 10.0.0.103
Discover Devices 198.18.128.0/18
Manage Devices All
Define Sites
Configure Alerts o
Configure Fiow | Devces:
p— ‘ e
Hostnama Loophack P
: (HG-MC 110.0.0.103 |
Application 2 Border Routers:
Configure App Groups (DSCP) Hestname Loopback IP WAN Interfoce  Service Provider  Capacity (Kbps)
|HQ-B2 |20.0.0.102 [Tunmel1oz Lt |5000
|HQ-BL 10.0.0.101 [Tunel100 T 10000
Apply Site
Apply. Cancal
. .
IveAction
2019Apr01 © 2019, LiveAction, Inc. All Rights Reserved.

270

Search sp = MPLS

+ B
0 . o ! i
B o
- = \ o i
— i .
- o -
e = MPLS
2019Apr01

Network Semantic Usage Examples

Search site = Los-Angeles & wan

Application

-
Hrami g =
i
Ry,
, 8 ot

- L2 0 = T - e
= L s 1 H

B ‘0 = i
g\n L :{:

Live/Action
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Semantic Data — Example 1

Search site=San-Frandsco | site=Chicago | site= Mew _York & wan & flow.dstport=19420

T -— e
B - s e
- . 0 . e ——
= R - - = S
| > A
- s Ay
\

. "
© 2019, LiveAction, Inc. All Rights Reserved. |VeACtIOn
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Ld
Semantic Data - Example 2
Search wan & tag=Enhanced & flow.app=RTP
Cisco_2921.yourdomain.com - GigabitEtherneto,/1
500 Kbps
400 Kbps
L
B 300k
I 300 Kbps
=
@
200 Kbps
100 kbps
0bps
Sep 11, 12:40 PM Sep 11, 12:42 PM Sep 11, 12:44 PM Sep 11, 12:48 PM Sep 11, 12:48 PM Sep 11, 12:50 PM Sep 11, 12:52 PM Sep 11, 12:54 PM
Date
Number of datasets: 2 Q-
Device Interface Name | Direction Total Flows Total Bytes Total Packets | Average Bit Rate [ Average Packe...| Peak Bit Rate | Peak Packet Rate]
Cisco_2021 GigabitEthemetl/1  INGRESS Ed 5118 553,856 541 ks 727008 547.6 s 735008
¥ Cisco_2921 GigebitEthernetd/l  EGRESS Ed L 47,685 341 Kbps 520 ps 34,8 Kbps 524 pps
L] .
IveAction
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Semantic Data — Example 3

Destination Site Traffic (Flow) &S &
Device: All WAN Devices  Interface: All WAN Interfaces  Display Filter: No Display Filtering  Direction: Inbound and Outbound Combined  Flow Type: Basic Flow  Execution Type: Time Series  Sort By: Bit Rate
Bin Duration: Auto  Start Time: Mar 29, 2019 14:40:30 PDT (GMT07-00)  End Time: Mar 20, 2019 14:55:50 FOT (GMT0700)  BinInterval: 1 minute
= = Urknown =
W DC-New_York =
. Internet
£ = - seattle
z = San_lose
[ Louisville
- - \adison
C - austin
Tokyo
= gimingham
o Toual
1442 a1 1028 1448 14:50 14:52 ArEn
Page i23¥ Q m &
Legend Site & Total Flows £ Total Bytes £ Total Packets 2 Average Bit Rate £ Average Packet Rate Peak Bit Rate Peak Packet Rate &
Unknown 2422 12168 881,429 10.78 Mbps 979.37 pps 15.36 Mbps 1.39 Kpps
DC-New_York 16,072 234,53 MB 1,462,742 2.08 Mbps 1.63 Kpps 2.15 Mbps 1.79 Kpps
Internet 21917 7170 MB 935462 637.32 Kbps 1.04 Kpps 767.16 Kbps 1.26 Kpps
Seattle 303 29.33 MB 167,908 260.67 Kbps 186.56 pps 261.60 Kbps 187 pps
san_Jose 16 2425 MB 142284 215.55 Kbps 158.09 pps 217.03 Kbps 159 pps
Louisville 108 2424 MB 142,231 215.47 Kbps 158.03 pps 216.73 Kbps 158 pps
Madison 95 2424 MB 142,225 215.47 Kbps 158.03 pps 216.55 Kbps 158 pps
Austin 94 2424 MB 142,207 215.44 Kbps 158.01 pps 216.77 Kbps 158 pps
Tokyo 212 23.27 MB 203,963 206.83 Kbps 226,63 pps 257.70 Kbps 258 pps
- Birmingham 70 22.50 MB 12415 200.01 Kbps 124.91 pps 201.43 Kbps 125 pps
N—” " .
Ive/Action
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.
Semantic Data - Example 4
. Dashboard
System | Application | QoS | Flow | IP SLA
amr
Rapotts Top 10 Alerts by Site Site Utilization by App Group (DSCP) Sits Utilization by Service Providar
Alarts Capacity Utilized % Capacity Utilized
setup £ 2 L . L WMk MK MK W e
™ DEST-FFORT
Discower Devices Toromo I
Manage Devices Los_te.. [l W HULTIMEDIA STREAMING Les_Angeles [l
NETWORK-CONTROL
Define Sites Lonion [l Lendon
Configure Alerts syner |l Syeedey
Conifigure Flew Sonta €., Sonta_Cra
Configune PRy
Leam PiRv3 Sertings App Group (DSCP)
Top 10 Alerts by App Group (DSCP) PR p (DSCP) Service Pravider
Apglication = Aert Bit Rate
Configure App Groups (... ° 1 o B
BEST-DFFORT
oKE
MULTIMED,,
HETW

2019Apr01

Service Provider

Top 10 Alerts by Service Provider ‘Service Provider Utilization by App Group (DSCP) Service Provider Utilization by Site

Alerts o Capacity Utilized o Capacity Utilized

B 0w 5% - X we
- BEST-EFFORT
e VOKE

- Terents.

Live/Action

T
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Define Application Groups (DSCP)

* LiveNX allows customers to define application groups to align with
DSCP settings within their network so that the WAN-PfR dashboard or

drill-down reports can show application names instead of DSCP
values.

* This is done by selecting “Configure App Groups (DSCP)” off the WAN-
PfR dashboard or under “Tools”, “Manage App Groups (DSCP)”.

] "
Ive/Action
© 2019, LiveAction, Inc. All Rights Reserved.
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Define Application Groups (DSCP)

B ozsnvoard ‘ A Edit App Group (DSCP) Mapping
System \Apphcat\on |QoS \ Flow IP SLA App Group (DSCP) Mapping
Main E =
DSCP App G DSCP) Add e
Alerts : 20y S 5 For built in PfR performance
Import... . .
Reports e SCAVENGER = profiles in I0S/IOS-XE use the
26 CRITICAL Export...
| ls6  |voicevieo SLA dropdown selector.
Setup 2 - Edit App Group (DSCP) Mapping El The performance settings will
Discover Devices be automatically populated.

Manage Devices App Group (DSCP) lvo1ce-viDeQ|
Define Sites ‘ DscP 46 (EF) hd
Configure Alerts SLA Configuration

Configure Flow Voice Profile ~
Fill SLA defaults usind | Custom

Configure PfRv3

Learn PfRv3 Settings Enable Error

Warning Real Time Video Profile
Loss 5.0 4.0 % Low Latency Data Profile
Bulk Data Profile
L] Delay 0 8 ms Best Effort Profile
i 3 [ Jitter |0 0 ms Scavenger Profile
Configure App Groups (DSCP)
Done Cancel

] .
IveAction
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Filter Traffic to Visualize Path Changes

* PfRv3 uses smartprobes to determine the performance of various
service provider links. These probes may add clutter on the LiveNX
topology view, since PfR will create corresponding smartprobes for
every traffic class learned.

* Smartprobes use the following ports by default:
* Source port: 18000
* Destination port: 19000

* Hiding the smartprobe traffic allows the network engineer to focus
his/her attention on the user application traffic.

LiveAction
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A

Filter PfR Smart Probe data

Prntocnls;’npplicatinns Setup

W Cresto Fter W Gy i Diete 5 Penanss Filter Entry Detads > - o ar
- er Entry Ackian: (= Sho o = b the fallowing Create Definition Copy Delets Renams
Piters [Cof wkFherion =
e D Type = Pl Oy T It Dok Beth M 806 Defined Protocols,/Applications: [ErEre o]
[ addbury Dy ssd oot e [y osbn ey [ [ Color Mapping Label & Color: ||7 = = .]
ok | ateanead | Entries
7 Baatch Protacal rurty =] [2. AddEntry . Add Defined Protfapp  [3g Delete

: Selsct from o pre-defrvsd bt of protucolssppbcstions o creats nev

"= 1 : " il Y PfRSmartProbes

31 B [Erbarprss Agpheations ] Babarsncad Fitee: Ertarpete Appl ahoret st - w’

10 [voke] Fdferenced Flbers Yoxe

B [Nt
B [Deectory] Referaned Fiter oy
W [roniig] Redersrx e Fil

# M [Viekeo] Refererced Fiter: Video Sitivehas ‘\

; S T — R Pofoccl-UDF AU e TRORE) AND (Dt 0041

0 e Dok

" e Pl Bongins

T [ waare] Note: Defined protacolsfapplications added as entries are not ediable here,
B [A-starnaiing] St Do, [Pt i [P0

but can be edited by selecting them in the drop-down box above,

I~ Hatch 1P, Bange, Subnel
| Entry Details
f il e B Layer4Prutu(ul:|UDP(17) -
i =] Ports
el =
Match Source and Destination Perts =l
Source: [18000
[ maatch s I e
e &l Destination: [19000
Enter port numbsrs o ranges separated by spaces (e.q., 80 88-443
T e p JES Sep ¥ spaces (&.0., )

[r 3 .. _r r_“ Ei| T —

drogrdown b, ot Sy j
s | I I T
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Create a Custom F|Iter to Hide Smartprobes

T |

| Configure Flow Display Filtersl
[

F Create Fiter % Copy | W Desete 5K Rename

Titen | “DefautFilercioug

Piter tatnes

B At Eritry [ Ak Cottar Pt [ Rneriovm Bafornscn By Db
V *Datautriters,

‘ S 5 Crieenet) Rl e Bt

® [Nisterce ] Referenced Fiber: Netwart Menegemant
wuup-mm]w«mmrn« Enterprise Appbcatons
] Refwrmcnd Frs Yoios
bea] aberenced Fiter:
ek W Soreces] Rafwanced rmv Mhetwork Mk Sevvaces

Click on the Configure Flow
Display Filters button

»,w—ng
8 {Prercto-Peetir sssentil] Aahrencnd e Pear-te-Pees Mer- st
[l Rbrmasrung] Shews Both Bt &

Flow Display Filters Setup

iter Ertry Detads
- e by Actuos @ Sho
I Type & B Orly
Cokor Mapping Label B Calor: | ab . -
Besic | Advasced

atss Prbc it

click Copy.

Smartprobes”.

1. Select the DefaultFilterGroup in
the Filter drop-down selector and

2. Name the new filter “*PfRv3-Hide-

Copy Flow Display Fiter n
Type In the same for the copeed flow
deplay fites
“Fid e SmaiFrsbesd et
o Cancal
e
Pt Dscr
ERETEe—
oK Cancel

LiveAction
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Create a Custom Filter to Hlde Smartprobes

2 ; Ex
Click “Add Entry”. T Mm“’ﬂms,'::mm_

Piler PR tade SmatProbes " Fier Entry Autun: o n.eum.g
In the upper right- *' = R T

mmmnn‘m;m&,- T S Ty e —— -

hand corner of the e et e ot

4+ B [Irternet] Referenced Fiter: irternet -
dialog select “Hide” in i e i .:M.:";T::";..wum

uee: ) Rt FRSmanfrobes - Cremte S Bt Oy Copy
the. Filter eqry v =
Action:” section.
Click the checkbox to
PRaRih 1P, Masagr, St
“Match i
Protocol/Ports” and b
click “Create” to add a s
definition. e
Name the new o
definition :
“PfRSmartProbes” and et i e e 2
ity o Cancel Apply
click “OK”.
2019Apr01 © 2019, LiveAction, Inc. All Rights Reserved. LIVeACtIOn 281
281

Page
135

© 2018, LiveAction, Inc. All Rights Reserved.




“UDP (17)”.

and click “OK”.

accordingly.”

1. Inthe Protocols/Applications Setup
dialog. Set the “Layer 4 Protocol” to Entries

2. Under the “Ports” settings choose [
“Match Source and Destination Ports”
from the drop-down menu.

“Note: These are the default ports for the Destnation: | 13000
smartprobes. If you change the default Enter port numbers or ranges separated by spaces (e.g., 50 88-443)
settings, please set the port numbers

LiveNX Training
Student Guide

Create a Custom Filter to Hide Smart Probes

A ProcoRy Appixations Settg ==

7 Create Definition [y Copy 3¢ Delete B[ Rename

Defined Protocols/Applications: PRSmartProbes v]

[® addEntry [E Add Defined Protjapp [B Delete

W PRSmartProbes

Note: Defined protocolsfapplications added as entries are not editable here,

3 . Set the ”Sou rce" po rt to ”18000” a nd but can be edited by selecting them in the drop-down box above,

“« H H n” “« 27 Entry Details
the “Destination” port to “19000 e ==
Ports
Match Source and Destination Ports -

Source: | 18000 ()

|iveAction
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Set PfRv3 Alerts -
Routing Trigoers LAN Trigaers Custom . Hotsfication
Device/ QoS Triggers Flow Tnggers | TF 5LA Triggers
Generate an skt when...
Flow
Tools | Reports Window Dev Help O [wareng Tha endpaint of an ehsarvad flow s a blacklisted addrass
View Alerts Mediangt
Configure Alerts ‘ O |waming Media kess event occurred
View Advisories ([’ Media packet dropped by router
ol Madin min Jetar reachas or axcsads (>=] 200 ms
ol Madia max Jiier reaches o auceeds (>=) (200 ms
ol Madia maan jitter raaches or exceads (>=) |200 ms
ol Media b rate reaches or exceeds (>=) |3 khps
o v Madia packet rate reaches or excesds {>=) |3 [
=] +  Media packet koss percentage reaches or exceeds (==) |7.000 £y
0w Media reund-trip time reaches or exceeds [>=) |3 ms
Applicationss (AVC)
[ [Waming | Network delay tima per connaction reaches or axceeds (>=) |300 ms

2019Apr01

bl |Waming  ~ Retransmission count reaches or excesds (=) |3

PR

O [waming Performance Based Routing (FIRvE) Out of Policy svant ocoared

[ |Warming | Ferformance nsed Routing (FfRv3) threshold crossing alart has occured

NSEL
O |waering Network Security Event Logging (NSEL) flew denied event occurred
Help oK Cancel
T "
LiveAction
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IWAN/SDWAN Cheat Sheet

* Validate they used the loopback interface for management on all IWAN routers and MC too (same loopback as PfR’s Router ID)
* Manage the loopback, tunnels, physical wan interfaces minimally (easiest way in bulk is export/import the config via CSV)

* Do not manage Tunnel 0

¢ Check tunnel interfaces’ MTU, if it is set to 1400, then set “snmp-server packetsize 1372”

* Enable FnF on Tunnel interfaces

« Set pollers to 30 seconds on routers (switches stay at 1 minute)

* Have them provide you a show run of the domain MC “show run | sec domain”

* Validate collector command is set up on the MC

* Validate that PfR flow is being received

* You set up the PfR application groups from the PfR dashboard

* Go to alerts and check the flow tab and make sure that PfRv3 is ticked, go to the notification tab and make sure in-application
alerts are active

* Learn PfR semantics from the PfR dashboard

* Update *DefaultFilterGroup to hide Pfr Smartprobe

LiveAction
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LAB: SD-WAN Deployment
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SD-WAN Operations

2019Apr01
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n ]
LiveAction®
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LiveNX - SD-WAN Dashboard

System | Appication | QoS | Flow 17 5LA | WALAN ||
® | -

Dashboard - oEN

Alerts
Reports.

sotup

Discerver Divices
Manage Devces
Dafing SRes
Corfigure Alerts

Configure Flow
Configure PR3
Apphcation &
Configues App Groups (DSCF)
2019Apr01

Dashboard Performance Al Stes

1Sm 30m 1hr 4hr

Alerts 08727715, 03:45:00 PM to 08/27/13, 07:45:00 M
Al Mlorts Top 10 Alarts by Site Paie
Alurts Alurts
o ] e 50 x
e oekes 105... I =
el el
= dater = et
Feaschubla Feaschubls
Sarv 1
Inbound Outbound Utkzation
Site

Site Utiization by App Group (DSCP) Site Utilization by Service Pravider

Merts i Capuacity Utlired S ity Unilirec
P mm m T oo a o
- e I I e e ———
rer
o
arvloas an- I
Urrractatie B |
v I

T "
Ive/Action
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LiveNX - SD-WAN Dashboard - Performance

Sritem Asphcaton Qos w1 528 | WALAN i
M 0 TR
- i Pertormance

e FromSie ToSee Apme
15m 30m 15 4
i 2 sie DRI/, 1373050 PV 0 DALV, B0 P
P -
g s Posh Luss iy St Pak Duay by e Pk Witer by st
i e L [Sr— j S—
caiguas i M T - - = - e == sm - P -
Carbgurs P et
Contery )
ina ] S o I e
- '
st .
tarbgre s o 05 | ot o (05CPY
Fosh Ly App Gromp (057} Pk Dy by A G {257 ek Hites oy g Group (BSCP)
Doy ) e
o | e —— - ———
e s ica e I v s I
- e —— o
Service Provides
Prsh Loss tny Service Provider Pk Delay oy Service Pravides Peak Hiter by Sarvica Provides
Lonate Dot o ]
C e ———— T — £ |

2019Apr01
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LiveNX - SD-WAN Reporting

& Raparts ]
Iatarface Bandwich
Tep Analyiis App pup (L

9
81 Apzhcaticns (AVC]

5 WiEL
= e

Dasic Flow % || Time s

o ETE

e
Adarss by 5w

Alarts by App Graup |
Blarts by Servics Pra:
adares by Site Par
Fartsrmance by S4e
Fartzrmance by &2p 1
Fertermance by Serv
Cormetted v, Uncern
Aip Grous (DFCP) B
App Group (BSCP) B

Site Capanty Uzat

Mo 10,0390 FM

P Shew Totsl 8t Rate.

Hew 10,5210 PM

v 10,2320 FM Hiav 18,0230 M

Piary 18, DXATPM

Pl 10, D350 PM

tusmiser of datasens: 2 3
e | Sarvice Provder I Bt Rt 1 Pkt Rate 1 Pows. Byt I Fackets
VGRE-VI060 T T o L3 = T
P vz vces s 0 rhes 2160 B e aem
£
Schedule
o

2018, LiveAction, Inc. All Rights Reserved.

LiveA\ctiBn

289

Page
139

© 2018, LiveAction, Inc. All Rights Reserved.




LiveNX Training
Student Guide

LiveNX - SD-WAN Visualization

Before Brown-Out After Brown-Out
High Priority Traffic over MPLS Path High Priority Traffic Over INET Path

LiveAction
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LiveNX - Diagnosing a Brown-Out Issue

o 11/26/14, 05:45:00 AM to 11/26/14, 09:45:00 AM g Alerts by Site Pair

Top 10 Alerts by Site Pair

Lo
WDelay

= tter

W Unreachable

San-Jose to New-Yor |INNNEGEG_—N é | i
New-York to Sarose [ 2 _LOSS is Caus
Of Brown-O

Dashboard Shows Loss From LA->SJC e e =

e Alerts by Application Group m

TELEPRESENSE & CITRIX P __ .

= are affected P I MPLS is SP Experiencing 1

~ Brown-Out’

2019Apr01

© 2019, LiveAction, Inc. All Rights Reserved.

291

2901

Page
140

© 2018, LiveAction, Inc. All Rights Reserved.




LiveNX Training
Student Guide

How can LiveNX Help Manage the SD-WAN Environment?

* Help select pilot sites before SD-WAN deployment
* Baseline network and application performance
* Monitor QoS performance

* Visualize SD-WAN intelligent path control so network admin can visually validate how
SD-WAN works

* Accelerate troubleshooting of network brownouts
* What caused the brown-out?
* How SD-WAN reroutes traffic and protects application performance during the brown-out?
* Which applications are affected by a brown-out?
* Which service provider is having a brown-out issue?

* What traffic is moved from one provider to another?

LiveAction
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292
SD-WAN Pre-deployment
Pick Pilot Sites
* Based on Utilization
* Based on the type of applications
2019Apr01 © 2019, LiveAction, Inc. All Rights Reserved LiveACtion 293
293
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WAN Dashboard

Site Utilization by App Group (DSCP)

%% Capacity Utilized

2019Apr01
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App Group (DSCP) Bandwidth by Site

Bit Rate
0.000% 0.500% 0 bps 100 Kbps 200 Kbps 300 Kbps 400 Kbps
Y| —————————————————{ 1 vorce N B -oc
3 W VOICE Site-5
site-+ I BEST-EFFORT carric... [ | ®ste
_ W CRITICAL-APPLICATIONS oc2
oc: I ROUTING-CS6 sesT-errorT 1 usite-3
Dec2
ROUTING-CS6
Site-3

* Based off of utilization (% capacity),
Site-5 is using the most resources

* Voice is also being utilized the most.

* Which applications are taking up the
most bandwidth

* What is the site breakdown per

© 2019, LiveAction, Inc. All Rights Reserved.

application
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Source Site Traffic (Flow) S B
Device: Al WAN Devices  Interface: All WAN Interfaces  Display Filter: No Display Filtering  Direction: Outbound  Flow Type: BasioFlow  Execution Type: Time Series  SortBy: BitRate  Bin Duration: 1 Minute
Start Time: Mar 29, 2019 14:08:29 PDT (GMT-07:00)  End Time: Mar 29, 2019 15:08:29 PDT (GMT07:00)  BinIntervak: 1 minute
° - Unknown —
- DC New_York =
. Birmingham
£ 4 - tusin
z - WMadison
2 Seattle
2 - Louisvile
z 2 @B San_Jose
Loa_Angeles
- Sydney
Total
1410 14:20 14:30 14:40 14:50 15:00
Page | 1 | /2 3% Q m &
Legend ¢ Site & Total Flows Total Bytes ¢ Total Packets Average Bit Rate £ Average Packet Rate Peak Bit Rate > Peak Packet Rate £
- Unknown 10,827 821.85MB 1,356,056 1.83 Mbps 376.68 pps 210 Mbps 540 pps
- DC-New_York 530 31206 MB 1,560,411 693.48 Kbps 433.45pps 720.21 Kbps 450 pps
Birmingham 11,559 118.08 MB 1,208,963 262.39 Kbps 335.82 pps 288.93 Kbps 385 pps
- Austin 6,809 82.63MB 539,223 183.61 Kbps 149.78 pps 197.66 Kbps 187 pps
- Madison 7456 82.50 MB 534,245 183.33 Kbps 148.40 pps 198.65 Kbps 178 pps
Seattle 8708 81.82MB 549,366 181.82 Kbps 152.60 pps 197.26 Kbps 193 pps
- Louisville 8,566 78.01MB 563,902 173.36 Kbps 156.64 pps 205.94 Kbps 209 pps
- San_Jose 8321 77.10MB 552,486 171.33 Kbps 153.47 pps 199.86 Kbps 215pps
Los_Angeles 9,031 7527 MB 551816 167 27 Kbps 153.28 pps 19591 Kbps 206 pps
- Sydney 4,050 4676 MB 410170 103.90 Kbps 113.94 pps 155.02 Kbps 146 pps
2019Apr01 © 2019, LiveAction, Inc. All Rights Reserved.
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Application (Flow) #£ B
Device: All WAN Devices  Interface: All WAN Interfaces  Display Filter: No Display Filtering  Direction: Inbound and Outbound Combined  Flow Type: Basic Flow ~ Execution Type: Time Series  Sort By: Bit Rate
Bin Duration: 1 Minute  Start Time: Mar 29, 2019 13:40-12 PDT (GMT-07-00)  End Time: Mar 29, 2019 14:40-12 PDT (GMT-07-00)  Bin Interval: 1 minute
L - youtube .
- ezprvideo -
. rtp-videa
EE - el
H - VolP
- citrix-static
L @ =zpn-browsing
s 0 = outlook-web-service
rtp-audic-smartprobe
@ commplex-main
o Total
13:50 14:00 1410 14:40
Page | 1 | /12 3% Q m &
Legend &  Application Total Flows £ Total Bytes ¢ Total Packets & Average Bit Rate Average Packet Rate £ Peak Bit Rate Peak Packet Rate
. youtube 6,185 1.65GB 1,822,842 3.67 Mbps 506.35pps 6.55 Mbps 883 pps
- ‘espn-video 178 1.19 GB 1,013,562 2.64 Mbps 281.55pps 8.32 Mbps 908 pps
rip-video 59 765.32 MB 564,398 1.70 Mbps 156.78 pps 1.91 Mbps 175 pps
- ssl 13,961 735.78 MB 813243 1.64 Mbps 225.90 pps 3.99 Mbps 515 pps
-e Vol 1,555 724.65 MB 3623271 1.61 Mbps 1.01 Kpps 1.69 Mops 1.06 Kpps
cit Apply VoIP to Search Filter 2,697,141 1.22 Mbps 749.21 pps 1.33 Mbps 817 pps
@ es| Apply Specific Flow to Search Fiter 462216 1.15Mbps 128.39 pps 3.99 Mbps 448 pps
& oy DriidownonVolP as Application 833,263 225.99 Kbps 231.46 pps 624.06 Kbps 548 pps
rtp Drill down on VoIP as DSCP 1,130,263 200.94 Kbps 313.96 pps 221.60 Kbps 346 pps
p— co Drill down on VolP as Interface Bandwidth 1,492,570 199.01 Kbps 414,60 pps 207.63 Kbps 432 pps
Drill down on VolP as Bidirectional Source/Destination Pair
Drill down on VolP as IPs and Ports
Drilldown to the applications on an interesting site
2019Apr01 © 2019, LiveAction, Inc. All Rights Reserved. 296
.o
During SD-WAN Deployment
* Validate policies
* |s traffic load balanced?
* Where are my critical Applications going? (Either searching by appname or DSCP value)
* Verify Performance from the IWAN Dashboard
* Is PfR needing to move the traffic?
L] .
IveAction
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Fil=:  View

Users QoS

ashboard | Manage [

Marne

@ DC1-CORE-SW
@ R10-MC-DCY
@ R11-HUb-DC1
@ R12-Hub-DC1

@ DC2-CORE-SW
@ R20-MC-DC2
@ R21-Hub-DC2
@ Rz2-Hub-DC2
& [ site-3

@ R31-Spoke-Sited
£ [ site+
@ R41-Spoks-Sitet
£ [l site-s

@ RS1-Spoke-SiteS

@ R5z-Spoke-SiteS

Flow  Routing

xpand

IPSLA LAN  Tools

Qo3 Flaw
[

Reports  Window

Routing | IP SLA
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Dev  Help

Topology view to
validate traffic
paths

Calor Mapping By DSCP

0(BE)
M 18 (AF21)
26 (AF31)
34 (AF41)
M 16(C52)
M 24 (C53)
W 32 (054
W 48 (C56)
M 46 (EF)
*7MB | 2 flows
Remaining

A\ Flow Poling Disabled con

B AcL Applied
&, Not configured

YLAN

A Oh - @& G Table | ¥ Refresh IAHF\anypes - ICurrenmme - ICurrentPn\linqlnterva\ - EIJOICLDC!-S&ES

Search Example: (ste = Honolulu | site = Chicagn) & wan & flow.app = webex-mesting

i
J-g’/——_

DC1-CORE-SW
10.1.0 foo

R10-MC-DC1
10.1.0.1

R12-Hub-DCA
10.1.0.12

INET (Tu200)

ﬂ ITDD 50 ﬂ [ IDSCP

R20-MC-DC2
10.2.0.2

DC2 CORE-SW
10,2.0.200

R21-Hub-DC2
10.2.0.21
R22.Hub-DC2
1020

MPLS (Tu00)

R41-Spolke-Sited R31-Spoke-Sited
10.4.0.41 10.3.0.31

S m

298

A

Descorver Dervices
Manags Devicas
Dafine Stes
Corbigue Meits
Confiqure Flow
Configure PRy

Learn FiftvE Settngs

Applcation

Confipre App Groups (DS09)

s

System | Application | Qo5 | Flow 1P sLa | WAN

Dashboard Performance

Dashboard to verify good performance across sites 15m

Site
Paak Loss by Site

Loss 9%

App Group (DSCP)
Prak Luss by App Group (DECP)

Loms 90
oo 10

Service Provider

Peak Loss by Service Provider

© 2019, LiveAction, Inc. All Rights Reserved.

Paak Delay by Site

Dby (o)

20 om 6m 10 ma " m 0 m

Paak Delay by App Group (DECP)

Dedary (o)

om & ms om  fSms  Hm

Peak Delay by Service Provider

From Site  To Site  [AlStesr =

om 1hr 4hr
07/31/16, 03:25:00 PM to 07/31/16, 07:25:00 PM
Paak Jitter by Site

Rtter ins)
0m 80 000 ma.

Piak Titter by App Group (DSCP)

Nitter (i)
G 60 000 ma

Peak Jitter by Service Provider

LIVE/ACTION
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System Application | QoS | Flow | 1P SLA || WIAN ||
Main &
dlets Dashboard Performance Al S bus
Ak This dashboard means that PfR does not need to move the -
15m 20m 1hr 4hr
traffic since there are no alerts (alerts are blank)
Sati 2 Alerts 07/31/16, 07:25:00 PM to 07/31/16, 07:40:00 PM
fe e
Hanags Davicss Al Alerts Tap 10 Alerts by Site Pair
Ocfine s Alerts Alerts
Configure: larts <. A ;- 2
Condigure Flow
Confagure FfRyd
Lram PG Settings
Application 3
Configure App Groups (DSCF)
Inbound Outbound Ulilization
Sile
Tap 10 Alarts by Site Rita Utilization by App Croup (DRCEY Rita Ltilization by Sarvice Providar
Mlerts %o Capacity Utilized % Capacity Utilized
iy . Domy: __Gsn o, Ll
= I 1 o<
s - [ ey ] L
oc1 [N oc I PR
o T oca |
App Group (DSCP)
T ETeETO e S —

300
Abnormal Events Notification
* You want to be notified of any abnormal events that can
potentially impact services
* When that happens, you want to quickly find out if sites and
services are impacted — validate PfR is doing its job
2019Apr01 © 2019, LiveAction, Inc. All Rights Reserved. leeACtlon 301
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DashboardlManage
Q-

v [ Los-Angeles

» @ Branch1-B1
v [ New-York

» @ Branch2-B1
v [l san-Jose

» @ HQ-B1

» @ HQ-B2

» @ HQ-MC
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| QoS [iFlow Routing | IPSLA | LAN |

i/ CF - @ @|[Table| © Refresh||_All Flow Types

Search Example: (site = Honolulu | site = Chicago) & wan & flow.app = webex-meeting

B Current Time B Current Polling Interval B‘E _TELEPRESENCE-VOIP

B‘ |
X

- 7

1
o
— e

HaMC \
| © 1581812023 *‘l{,‘\'
-
— .)&
i
Color Mapping By Display Filter Colors

-
E

EVvoIP
*6 MB / 7 flows

A\ Flow Polling Disabled Icon

D ACL Applied
2, Not configured
55 VLAN

Primary path for TelePresence & VolP traffic is over the MPLS network

CPU © Memory © Flow Buffer ©

& £UL, LveRLUUI, §

= i

o “

Branch1-B1 =~
198.19.1.1

mm Nodes © Refreshed at 7/31/16 3:34:20 PM: 7 flows (merged) displayed. Showing flow data from 2 of 5 devices.

admin: Admin user | 03:34:39 PM PDT

302

—
System | Application | QoS | Flow | IP SLA E WAN :E

© 2019, LiveActio

Top 10 Alerts by Site

Alerts
0 1 2 3 4

Mai S
Alerts Dashboard Performance All Sites B2
Reports "
Abnormal events detected, PfR should have re-routed the traffic ism som tnr anr
Setup E3
Alerts 07/31/16, 02:55:00 PM to 07/31/16, 03:10:00 PM
Discover Devices
Manage Devices All Alerts Top 10 Alerts by site Pair ) €= Click to run reports
Define Sites Alerts Alerts
Configure Alerts o s 0 1 2 3 4
Configure Flow ] : - ;
! : " Loss San_lose to Los_angeles NN Lo
Configure PfRv3 W Delay i i W Delay
Learn PfRv3 Settings All -i:::achah\e H - i::zachahle
Los Angeles to Sen_Jose [INEEG—_—
Application 3
Configure App Croups (D...
Inbound Outbound Utilization
Site

Site Utilization by App Group (DSCP)

% Capacity Utilized
1%

son_ose I, " San_Jose [N 7 (] ™ BESTEFRORT
H HE W Delay SCAVENGER
i i o Jitter M CRITICAL
Unreachable

tos .. I

, Inc. All Rights Reserved.

VOICE-VIDEO

Los_Angeles |

Site Utilization by Service Provider

% Capacity Utilized
1%

san_lose [N
W INET

MPLS

Los_Angeles
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Q- Type here to filter repo || |IARaESEAER=]
¥ Reports
Interface Bandwidth

Alerts by Site Pair

Top Analysis
1Ps and Ports
» Address Execute Report
» Applications
PQus : Est. non-filtered flows: 6,694 [ ] g Term
» Netwark . _ )
> Medianet = (e P [l e series KMl Total Alerts g
» Applications (AVC)
» NSEL
v PR
Alerts All
Alerts by Site

Alerts by App Group
Alerts by Service Pro

Performance by Site
Performance by App
Performance by Serv

Corrected vs. Uncorr
App Group (DSCP) B:
App Group (DSCP) B
App Group (DSCP) Bi
Site Capacity Utilizati

Total Alerts

ju\3;)3 02 PM Jul 31, 03:04 PM Jul 31, 03:06 PM Jul 31, 03:08 PM Jul 31, 03:10 PM Jul 31, 03:12 PM Jul 31, 03:14 PM
Report Actions Date
save Services are impacted between San-Jose & Los Angeles

Show Total Alerts

save As Nirmber of datocete: a/ Drill down to see which applications are impacted a-

Create
Dst Site Loss Rate Count Delay Count Jitter Count Unreachable Count Total Alerts
Edit Los_Angeles 10 0 0 10 20
et O ros=rargere San_Jose 13 0 (1] 5 18
IEAlsan_jose New_York 0 0 "] 2 2
Schedule New_York San_Jose 1 0 0 1 2
PDF

Export to CSV

Help
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Alerts by App Group (DSCP) h 6h 1d 1w 30d Custom

07/31/16, 03:02:40 PM to 07/31/16, 03:17:40 PM  Data bin: 1 minute

LI Al Devices OB . W ainerfeces 7 Number of flows: 34 Term Cache
Gy *DefauliterGroup B Graph IEZNN® Total Alerts g

7.0

6.0

5.0

e §ee-e _aB__~L—_.,ak_eliih» i e ——

Total Alerts

3.0

2.0

Jul 31, 03:04 PM Jul 31, 03:06 PM Jul 31, 03:08 PM Jul 31, 03:10 PM Jul 31,03:16 PM

Date
Voice-Video & critical traffic are impacted.
/ Drill down to see which Service Providers are dropping packets

Jul 31, 03:12 PM Jul 31,03:14 PM

Show Total Alerts

Number of datasets: 3 Q-
Loss Rate Count Delay Count Jitter Count Unreachable Count Total Alerts
15 0 0 4 19
7 0 1] 2 9
I BEST-EFFORT 0 0 0 6 6
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Alerts by Service Provider / 30d Custom

31/16, 03:10:30 PM to 07/ 6, 03:25:30 Execute Report

Source WIESIET ° I D Est. non-filtered flows: 10,021 B utii
5 RN < CJl Time serics Ll Total Alerts ¢

FIF=l *DefaultFilterGroup =

San_Jose" & flow.dsc

4.0

b
o

Total Alerts

0.0 -

Jul 31, 03:07 PM Jul 31, 03:09 PM Jul 31,0311 PM Jul 31,0313 PM Jul 31, 03:15 PM Jul 31, 03:17 PM Jul 31, 03:19 PM
Date

Show Total Alerts

MPLS causing Packet drops
Number of datasets: / -
sozica Kr Loss Rate Count Delay Count Jitter Count Unreachable Count Total Alerts
19 0 0 4 23
bashboard | Manage | QoS [Flow Routing | IPSLA | LAN |
o O - | Q‘Table‘(‘ Rsfmsh| All Flow Types Current Time Current Polling Interval ‘E | _TELEPRESENCE-VOIP |
ame Search Example: (site = Honolulu | site = Chicago) & wan & flow.app = webex-meeting X - ?
v [ Los-Angel .
Bl e PfR re-routes TelePresence & VolIP traffic to INET
v [ New-York
@ Branchz-B1
v [ san-Jose
» @ HQ-B1
» @ HQ-B2
» @ Ha-MC
= ~
e b
el = \
N = W
Color Mapping By Display Filter Colors - - - Branchd B )
r I [
mvorr E T
*6 MB [ 6 flows - .y L
- ik
A\ Flow Polling Disabled Icon MPLS .
B ACL Applied
3, Not configured
5 VLAN
FPU © Memory @ Flow Buffer © -_ Nodes © Refreshed at 7/31/16 3:28:55 PM: 6 flows (merged) displayed. Showing flow data from 2 of 5 devices. admin: Admin user | 03:29:38 PM PDY
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Discover Devices
Manage Devices

Define Sites

| Flow | 1P SLA'W|

Peak Loss by Site

Peak Delay by Site

Main £
Alerts Dashboard Performance From Site To Site  All Sites >
Reports
15m 30m 1hr 4hr
Setup ES )
Site

07/31/16, 03:20:00 PM to 07/31/16, 03:35:00 PM

Peak Jitter by Site

Loss % Delay (ms) Jitter (ms)
Configure Alerts 0.0 10.0 20,0 30.0 oms 1ms 2ms Ims 4ms 5ms oms 50 ms 100 ms 150 ms
Configure Flow Los_Angeles NI Los_Angeles Los_Angeles
Configure PfRv3 H H
Learn PFRv3 Settings New_vork [N San_lose San_jose |
san_lose [N New_York New_Yark
Application 2 ‘ ‘ ‘
Configure App Groups (D...
9 i s App Group (DSCP)
Peak Loss by App Group (DSCP) Peak Delay by App Group (DSCP) Peak Jitter by App Group (DSCP)
Loss % Delay (ms) Jitter (ms)
0.0 10.0 20.0 30.0 o ms 1ms 2 ms 3ms 4ms 5 ms 0ms 50 ms 100 ms. 150 ms.
CRITICAL _ VOICE-VIDEO VOICE-VIDEO |
vorce-vioeo |G CRITICAL CRITICAL
SCAVENGER SCAVENGER SU\VENGERE
© 2019, LiveAction, Inc. All Rights Reserved
b bleshooti
(]
Lab: SD-WAN Troubleshooting
l/‘
7.

2019Apr01

© 2019, LiveAction, Inc. All Rights Reserved
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310
SD-WAN QoS with DMVPN
* LiveNX can be used to configure QoS in DMVPN environments
* Per-Tunnel QoS at DMVPN Head-End
* Branch Hierarchical QoS with point-to-multipoint DMVPN
* Note: LiveNX’s DMVPN Per-Tunnel QoS configuration and monitoring
capabilities can be used with or without SD-WAN.
2019Apr01 © 2019, LiveAction, Inc. All Rights Reserved. LiVeACtiOn 311
311
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Per-Tunnel QoS at DMVPN Head-End

Step 1 — Assign NHRP Groups to Branches Data Center

Router (NHRP Hub)

Groupl = QoS Policy A
Group2 = QoS Policy B
Group3 = QoS Policy C

Step 2 — Map QoS policies to Groups at NHRP Hub

Branch Office
Routers

. "
© 2019, LiveAction, Inc. All Rights Reserved. LIVeACtIOn

Configuring Per-Tunnel QoS
A Manage QoS Settings - HQ-81.ddoud.dsco.com (198.18.129.24) n
Jdaaales
Poboes Classes | Interfaces.
Polkcies Mogped Classes
f_'!_ilinl-tltl_i ARER
: % :[c:;im:;:iMI Too_in Closs Name Classty Marking Questing Poliong Shaging Comgression WRED DAL Unknawm
ETTTTT S I [ [ YT A
=@ DMVPH-INET-SHAFER
AC-MN-WAN-EDGE
# I LIVEACTION-FOLMY-UNIFED
o] MRS
+ ToBranches
Mogped Ulass Detod
] Drop all traffic hor class
Create Hierarchical QoS Classfy | Marking | Queeng | Polang | 5hong | Compression | WRED | DL | Unsupporied
Policy for each NHRP Shape wang: [Avernge « Reference
Group. e (10,000 s v VLS g e
. remusecas by onayey
This example shows a s = Foctu aad couhimiy
parent shaper for branches E—Loa | - e
with 10Mbps circuits. [ Slaments [p—
Fasammain i
it v T
protegen)
average: s e
ot e R o e
Buarsd Sire
[——r——
Comtind ot v
Help Close
L] .
Ive/Action
2019Apr01 © 2019, LiveAction, Inc. All Rights Reserved. 313
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Apply Policy to NHRP Group

Manage QoS Settings - HQ-B1.ddoud.dsco.com (196.18.129.24) “

Jaddaaes

Polcies | Clasess Interfsces

et acnn

=@ Ethernettjn
S Input : 4C-BL_App-Match_Mark_£100_In
£ & <nones

Interface name:
TP addrass:
TP ndddress mask:

Interface description:

Link Fragmenestion:

LiveNX reads in the Tunnel’s NHRP
Group settings

Apply the hierarchical policy to the

NHRP Group
2019::01 © 2019, leEAct\on,\nc,AHR\ghl‘s‘ ;?es;r‘ved. - LiveACtion
314
Per-Tunnel QoS Monitoring at the Head-End
* Per-Tunnel QoS monitoring was not supported via the CBQoS MIB in
the past
* Monitoring in LiveNX can be performed using NetFlow and network
semantics
2019Apr01 © 2019, LiveAction, Inc. All Rights Reserved. LiveACtion 315
315
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DMVPN Per-Tunnel QoS Topology Example

INET - 10Mbps  INET
e o service provider
i —— T circuits.
DMVPN headend router -f ol ;
connected to the INET o f I =
Service Provider. . i w
Monitor Per-Tunnel s = g e =
QoS on the Tu100 i. |
interface for the INET
connected branches. . 3
Select "QoS" tab and |wue _m“_E_l‘m
double-click on Tu100. i e .
= ‘:‘f-' P ' ‘1
™ - - . >
-: lf - L -
Sl wam sy ey o
] e -
b= = MPLS o -

LiveAction

2019Apr01 © 2019, LiveAction, Inc. All Rights Reserved.
L] o
Per-Tunnel QoS Monitoring
A LiveAction - 198.18.133.34 - o IEH|
B Vew Uses Qe Few Bousng PSA UM Toss Gagers Hen
Destboat Manoge [ dmpird Q95 Flow | Rauteg | 504 | 1
3 fnable Folieg | Apphcaton | Clams » Outpet * | 3 1 14 1w (10 Top 40 - Eate =
e 4 Tumnel 100 Output; No Policy
T Sefore 005 - By Apphcaton [WRAR) Baare Qo - by Applcaton (MBAR) in K3ps Optioes
.;n"ml.l o Curmt ok [E——
@ e i Sl o om o m
& Dhemetn/? S Wl ” " -
® L - - e " & -
® Tunweizon 7 = - S ¥ Wwma . 4
@ Tunselaol ¥ Wegy 1 “1 1
e Ytk ¥ Drep 1 1 «
S dow o W dm 1 “ -
[ sl cl= ° 12 [
@ Bhermatnd o @ mip L 151 L]
@ Loopbacd o @ etrs L] e ”
@ Tunseld + O wnincun. i} “ i
@ wo e
o
o @ o s
After Qod - by Class. ‘WWE'I-M"\M Cptiors *
Narra Current L Swwwite... Lo
« Notice that CBQoS stats are not
"""""""""""" || Rt oem always available for per-tunnel QoS.
Save mage . .
o * Right-click and select "Show Flows"
- [ [ [ — e
kst . L L]
ou s wemory & Fow wotter & [N Aoveores ¢ reces © e Adren user BR:IT-01 M ST
L] .
Live/ction
2019Apr01 © 2019, LiveAction, Inc. All Rights Reserved. 317

Page
153

© 2018, LiveAction, Inc. All Rights Reserved.




Per-Tunnel QoS Monitoring

* LiveNX will automatically

run the Application
report for the tunnel
interface.

* Right-click in the table
and select “Pivot to
Another Report”.

« Select the “Site Traffic

LiveNX Training
Student Guide

Report”.

Note: Site and Site IP
semantics are needed for
this workflow.

Apphcaten | Saw Trafle w | DSCP X |

Application

2019Apr01 © 2019, LiveAction, Inc. All Rights Reserved. LIVeACtIOn
318
Per-Tunnel QoS Monitoring
Appication. X Site Trafe X | DSCP X |
Site Traffic
* The “Site Traffic” report
will show site-to-site
traffic from the DMVPN
head-end. R
* Right-click on the site- s
to-site communication Tops o s fepor
of interest and “Drill S
Down on Specific Flow”. o averstrsso it
" - Source Se Seu:ml.u Destination Netwerk Repert
* Select the “DSCP R B
Report” e
2019Apr01 © 2019, LiveAction, Inc. All Rights Reserved. lee - Ctlon 319
319
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Per-Tunnel QoS Monitoring

| applicabion x | Ste Traffic x * DSCP x

[ Shaw Total Bit Rate

Mumber of datasets: 4

DSCP Total Flows Total Bytes
W=l e (cs1) 59
[#] 26 (AF31) 57
o (BF) 124
Pl 46 (€F) 26

ot
‘DefaultfilterGroup. Bl Cutbound -

Search flow.ip.site.erc=5an-Jose & flow.ip.site.det=Los-Angeles =

custom

LiveNX keeps track of
the site-to-site selection
in the drill down.
Monitor the DSCP traffic
from site-to-site.

Total Packets Average Ot Rate Average Packet Rate Peak Bit Rate

670,252 238 Kbps 745 pps 243.5 Kbps 760 pps
200,308 71 Kbps 223 pps 76.7 Kbps 239 pps
30,503 &0 Khps 34 pps. 62 Kbps 35 pps;

2019Apr01

25,030 a4 Khps 28 pps 53 Kbps 33 pps Ction
TV CIA

© 2019, LiveAction, Inc. All Rights Reserved.

320

* DMVPN is a point-to-
multipoint technology.

* Outbound QoS shaping
policies must be applied to
the physical interface of
the tunnel at the branch.

* Side note: Recall Remote
Ingress Shaping can be
applied to the LAN
interface: Eth0/0 to
protect critical apps
inbound to the site.

2019Apr01

Branch QoS Configuration for DMVPN

| Apply policy to Eth0/1 for Tu100

10.0.1.1132

% Branch1-B1 ™" gl

188.19.1.1

2k <) PC1-198.19.1.101

198.19.1.0/24

10.255.1.0/24

Apply policy to Eth0/2 for Tu101

Live/Action

© 2019, LiveAction, Inc. All Rights Reserved.
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LiveAction Support

* Global support
* Contact support@Iliveaction.com

* Call: 408-217-6501
* Monday-Friday 6am -7pm Pacific Time

e 24x7 Priority One support
* “Resources” website

* www.liveaction.com/support/resources/

¢ Product Downloads - Release notes
* Knowledge base

* Documentation

* Training Videos

* Professional Services has many offerings to assist you in your deployment and network
maintenance

* Contact services@liveaction.com

Live/Action

2019Apr01 © 2019, LiveAction, Inc. All Rights Reserved. 4
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| Thank You!

|
|
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