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DMVPN QoS Overview

Cisco’s Dynamic Multipoint Virtual Private Network (DMVPN) is a VPN deployment strategy for building a secure and
scalable connectivity platform for large wide area networks (WANs). DMVPN technologies are most often used for
enabling any-to-any, full-meshed communication for mobile workers, telecommuters, and extranet users over the
public Internet. For example, two branch locations requiring a direct communication path, such as when using Voice-
over-IP (VolIP) between the two offices, but don't require a permanent VPN connection between sites, can benefit
from DMVPN. It enables zero-touch deployment of dynamic IPsec VPNs and improves network performance by
reducing latency and jitter, while optimizing head office bandwidth utilization.

Many organizations are migrating part or all of their WAN environments to Internet based VPN strategies to gain the
benefit of low cost, high bandwidth connectivity. With the proliferation of this deployment model DMVPN has
become an attractive solution for the following benefits:

e Lowering the cost for implementing large, redundant WAN network environments
e Simplified and direct branch-to-branch connectivity for business applications like Voice- and Video-over-I1P
e Dramatically reducing the deployment complexity in VPNs with zero touch configuration

IP quality-of-service (QoS) is a core component for successful deployments of VoIP, Video-over-IP and virtual desktop
infrastructure (VDI) applications. Traditional WAN technologies, like MPLS, provide any-to-any dedicated bandwidth
with the additional benefit of QoS-aware service providers that protect business-critical applications. Internet VPN
connectivity solutions such as DMVPN do not have this QoS protection as the Internet is not QoS aware. However,
due to the cost savings and higher bandwidth of Internet-based VPNs, business are still transitioning to these types of
networks. As a result, there is still the need for QoS protection in such VPN environments; yet these configurations
must be implemented correctly for a business to gain the full benefit of the VPN solution. The following diagram
depicts a typical DMVPN configuration:

» Data Center
Router (NHRP Hub)

-

Manually Configured Tunnel

----- == Dynamically Created Tunnel

This document will outline the design framework for successful QoS deployment in DMVPN environments. It will also
detail the required steps of implementing QoS in a DMVPN network infrastructure. Finally, this document will highlight
how a network infrastructure’'s QoS can be configured, monitored and validated using LiveAction software.
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Network QoS Configuration

How Does QoS Work?

VolP, video and other critical data applications rely on the network infrastructure to honor and queue their traffic for
call quality and application performance protection. This need for QoS is a requirement in WAN environments,
regardless of the underlying transport mechanism (DMVPN vs. traditional WANS), if business-critical applications are to
receive their required level of service.

QoS is a suite of technologies used to manage bandwidth usage as data crosses computer networks. Its most
common use is for the protection of real-time voice or video communications and high-priority data applications. QoS
technologies, or tools, each have specific roles that are used in conjunction with one another to build end-to-end
network QoS policies.

The two most common QoS tools used to handle traffic are classification and queuing. Classification identifies and
marks traffic to ensure network devices know how to distinguish and prioritize data as it traverses a network. Queues
are buffers in devices that hold data to be processed. Queues provide bandwidth reservation and prioritization of traffic
as it enters or leaves a network device. If the queues are not emptied (due to higher priority traffic going first), they
overflow and drop traffic.

Policing and shaping are also commonly used QoS technologies that limit the bandwidth utilized by administratively
defined traffic types. Policing enforces bandwidth to a specified limit. If applications try to use more bandwidth than
they are allocated, their traffic will be remarked or dropped. Shaping defines a software-set limit on the transmission
bandwidth rate of a data class. If more traffic needs to be sent than the shaped limit allows, the excess will be buffered.
This buffer can then utilize queuing to prioritize data as it leaves the buffer.

The WRED (Weighted Random Early Discard) technology provides a congestion avoidance mechanism that will drop
lower priority TCP data to attempt to protect higher priority data from the adverse effects of congestion.

Finally, link-specific fragmentation and compression tools are used on lower bandwidth WANs to ensure real-time
applications do not suffer from high jitter and delay.

Table 1: Packet flow through a typical QoS policy

Queue Police
Setting

Priority Queue

Class Based Queue

Packets Classify J Class Based Queue

Class Based Queue

Default
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DMVPN QoS Design

There are three main components of a DMVPN QoS design that must be considered for successful protection of VolIP,
video and high pricrity data. These are:

1. Protecting priority data within DMVPN tunnels

2. Protecting tunnels from casual Internet traffic

3. Understand end-to-end logical throughput

Protecting Priority Data Within DMVPN Tunnels

When designing QoS policies to protect priority data within a DMVPN tunnel, the concepts outlined in the diagrams
below should be considered:

1. When
considering the
protection of @~ Data Center
pricrity data Router (NHRP Hub)
within a

DMPVN tunnel

=

Ily Configured Tunnel

Dy ically Created Tunnel

2. Dueto the full-
mesh, any-to-
any
communication
path provided
by DMVPN, if
one was to
ignore the
underlying
Internet o .
transport At h@\omce

) Data Center
Router

Maznually Configured Tunnel
-------------------- Dynamically Created Tunnel
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3.  Thedesign
could be
considered
similar to a high
pandwidth
private WAN in
which the
service provider
does not have
QoS on their
backbone.
When
considered in
this manner,
the DMVPN
QoS design for
protecting
priority data in
the tunnel
becomes much
simpler to
understand.

Data Center
Router (NHRP Hub)

No (105

Branch Office
Routers

The following diagram shows an example of a typical branch office QoS configuration when no service provider QoS

is available. This is the type of configuration that would also be used for a DMVPN remote branch/spoke. Itis
caricaturized by a hierarchical QoS policy that contains a parent shaping policy and a child queuing policy.

Traditional Branch Office QoS Configuration When Service Provide Does Not Have QoS

policy-map QUEUING

class VOIP

priority percent 20

class VIDEO
bandwidth percent 30

class MGMT_DATA
bandwidth percent 5

class CALL_SIGNALING
bandwidth percent 5

class CRITICAL_DATA
bandwidth percent 10

class class-default
fair-queue

|

policy-map Shaping_2Mb
class class-default

shape average 2000000 20000 O
service-policy QUEUING

|

interface GigabitEthernet0/0

description WAN_INTERFACE

service-policy ocutput Shaping_2Mb

Data Center

Router

Branch Office
Routers
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The following diagram shows an example of a typical data center QoS configuration when no service provider QoS is
available. This is similar to the traditional configuration used for a DMVPN design. This configuration is caricaturized by
a multi-class hierarchical QoS policy that contains a parent shaping policy for each remote site. Each site’s parent
policy will contain a child queuing policy. This will ensure the data center router never sends more traffic than any
remote site can handle. But, if congestion does occur for traffic destined to a particular remote, priority applications
(VolP, video, etc.) will be scheduled first.

Traditional Data Center QoS Configuration When Service Provide Does Not Have QoS

policy-map QUEUING
class VOIP

priority percent 20
class VIDEO

bandwidth percent 30
class MGMT_DATA
bandwidth percent 5
class CALL_SIGNALING
bandwidth percent 5
class CRITICAL_DATA
bandwidth percent 10
class class-default T

fair-queue

Data Center
Router

@*’7905_._ \%

|
policy-map Shaping
class REMOTE_1

shape average 2000000 20000 O
service-policy QUEUING
class REMOTE_2 Branch Office

shape average 1000000 10000 O Routers
service-policy QUEUING
class REMOTE_3
shape average 1500000 15000 0
service-policy QUEUING
..etc...

!

interface GigabitEthernet0/0

description WAN_INTERFACE

description service-policy output Shaping

Protecting Tunnels From Casual Internet Traffic
Once priority data is protected inside a DMVPN tunnel, the tunnel(s) itself needs to be protected from casual Internet

traffic. Due to an engineer’s ability to control egress traffic for both Internet and tunnel destinations via QoS, as outlined
in this document, controlling ingress Internet traffic will be the focus of this section of the document.

There are three design options for controlling ingress Internet traffic for the protection of DMVPN tunnels. Each of
these may be used as a stand-alone solution or could be combined for specific use cases.
These three options are:

e  Service Provider Last Mile QoS

e Ingress Policing

e Remote Ingress Shaping (RIS)

These design options will be presented in the table below:
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Service Provider Last Mile QoS T

Some Internet service providers now provide QoS on the
last mile connection to the customer edge (CE) device.
Thisis usually the DMVPN terminating router. This service
provider egress queuing policy can be used for
protecting tunnel traffic from casual Internet traffic.

Ingres Traftic

This service is not yet widely available and will most likely
incur an additional cost.

g

Ingress Policing

An ingress policing QoS policy may be applied to the
Internet interface of the DMVPN router. This will provide
protection of DMVPN tunnel traffic by limiting the
volume of casual ingress Internet traffic.

Ingres Traffic

This configuration is not very flexible as it does not allow
casual Internet traffic to use any unallocated bandwidth
if the tunnel is not fully utilized.

==

Remote Ingress Shaping

Remote Ingress Shaping (RIS) is an egress QoS policy
applied to the LAN interface of a DMVPN router. This
policy’'s configuration is very similar to that of the
hierarchical configuration used at a remote branch
office’s WAN interface. The key to the RIS policy
configuration is that the parent classes’ shaper is set to
only 95% of the target bandwidth rate. By creating this
artificial congestion point, ingress traffic (VolIP, video,
critical data and casual Internet) can be prioritized as itis
delivered to the LAN.

Since most casual Internet traffic is TCP and TCP will
adapt to the underlying network’s capacity, this RIS
policy will effectively control the casual TCP based :
Internet traffic while protecting priority tunnel traffic. { LAN O

Ingres Traffic

> L
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Understanding End-to-End Logical Throughput

Another key DMVPN QoS concept that must be understood for successful protection of VoIP, video and priority data is
that of determining the end-to-end bi-directional logical bandwidth of the Internet connectivity between the data
center and each DMVPN remote site. Consider the following diagram:

1Gh 300Mb CIR A40Mb CIR 1Gb
AN ; " Internet - LAN
S 1Gb Physical — 100Mb Physical
Handoff Handoff

The data center device physically has a 1Gb connection to the service provider, but the provider has implemented a
300Mb CIR. This means the service provider will drop any data sent or received over 300Mb on the data center circuit.
The remote site has a 100Mb connection, but the CIR is 40Mb. This means the service provider will drop any data sent
or received over 40Mb. When considered end-to-end, the DMVPN QoS policies for this example need to be
configured for 40Mb, the lowest end-to-end throughput.

Below is a second example:

1Gb joombcr  SMPCIR- 20MbCR -
I Up| |Down I
\ AN - Internet J!-.:'—P " LAN
o 1Gb Physical — 100Mb Physical
Handoff Handoff

The data center device physically has a 1Gb connection to the service provider, but the provider has implemented a
300Mb CIR. This means the service provider will drop any data sent or received over 300Mb on the data center circuit.
The remote site is connected to the service provider using a 100Mb connection, but is using an asymmetric service in
which the download rate is 20Mb, but the upload rate is 3Mb. Any data sent/received over these rates will be dropped.
When considered end-to-end, this DMVPN QoS policy must be configured for 20Mb from the data center to the
remote site and 3Mb from the remote site to the data center.

DMVPN QoS Configuration

QoS configuration for DMVPN networks follow many of the same methodologies as traditional WAN technologies, but
there are a few exceptions that should be understood. These will be highlighted below:
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QoS policies cannot be applied
directly to multipoint GRE tunnel
interfaces

QoS policies can be applied to
point-to-point GRE tunnel
interfaces, but these are seldom
used in DMVPN configurations

QoS policies can be applied to the
physical interface that sources
multipoint GRE tunnel interfaces.
This is the most common
configuration.

interface Tunnell
description MULTI-POINT GRE
TUNNEL

tunnel mode gre multipoint

1t My O S
Y

candcanall THL T2V
SeHA oot =assac)

e

[
interface Tunnell

description POINT-to-POINT GRE
TUNNEL

tunnel mode gre point-to-point
service-policy output My-QoS-
Policy

[

\
interface Tunnell
description MULTI-POINT GRE
TUNNEL
tunnel mode gre multipoint
tunnel source GigabitEthernet0/0
|
interface GigabitEthernet0/0
description INTERNET
CONNECTION
service-policy output My-QoS-
Policy
\

QoS Pre-Classify

QoS Pre-Classify is a configuration option that is applied to tunnel interfaces. It can give an engineer more
classification options for the matching of interesting traffic to the WAN egress QoS policy. The following table

highlights this configuration in more detail:

When qos pre-classify is not used on a DMPN
tunnel interface, as a packet is put inside the
tunnel, destined to the Internet interface, the
original packet is encapsulated inside a GRE and
then IPSEC. The egress QoS policy on the
Internet interface only sees the IPSEC packet and
does not have any understanding of the original IP
headed information but with one exception. The
original DSCP value is kept intact as the
encapsulation process transpires. This means that
the egress QoS policy can use the priority marking
of the original packet for traffic classification.

( LAN

( Internet

Without QoS Pre-Classify

IP]| IPSEC

e

----- + [IPJ[_IPSEC__] *~,

B

t
TOS({DSCP)

LiveAction
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With QoS Pre-Classify

When the qos pre-classify command is applied I.----f"""" - [IPIL IPSEC |
to a tunnel interface, a shadow copy of the ( Intemnet )

original packet is created. This copy is available for h

the egress QoS policy for reference. When used
with DMVPN, this allows the QoS policy on the
Internet interface to use the DSCP markings as
well as the original source/destination IP
addresses and layer 4 TCP/UDP port numbers for
classification.

Without QoS Pre-Classify

Is qos pre-classify a requirement? y — D [IP]]_IPSEC
(, Internet )

-y

In many organizations QoS classification will be -
performed at the LAN level. As a packet enters the
WAN router, its DSCP will have already been pre-

—————

marked. In this scenario, thereisnoneedforqos | QOSSP ———ceen | IPSEC -,
pre-classify. q » (Rlipsec ] :.
BI_GRE ] +.
As well, if a LAN ingress QoS policy is used for ::
classification, qos pre-classifyisnota | G ===————— + W -

requirement, as any updated DSCP values will be
kept during the encapsulation process.

>
=

TOS(DSCP)

Per-Tunnel QoS

The traditional QoS configuration of a DMVPN data center router can become extremely large. Since the data center
will use a multi-class hierarchical policy, with each remote site getting its own class and child queuing policy, if the
DMVPN network consists of hundreds of remote sites, the QoS configuring can grow to thousands of lines of code.
To eliminate this potential management nightmare, Cisco has implemented a solution named Per-Tunnel QoS. This
allows engineers to configure and manage a simple, consolidated QoS configuration, but gain the benefit of
dynamically created QoS policies for each DMVPN tunnel.

I_ ive/A\Ction www liveaction.com 11
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There are two steps for creating a Per-Tunnel QoS configuration. These are:

Step 1 - Configuring all remote branch offices with a NHRP group.

interface Tunnell
ip nhrp group <GROUP_NAME>
!

Data Center
Router

Branch Office
Routers

Step 2- Configuring the data center router's tunnel interface with a
NHRP group(s) to QoS policy mapping(s)

interface Tunnell
ip nhrp map group <GROUP_NAME> service-policy output <QoS_POLICY>
!

—

-

Data Center
Router

Branch Office
Routers

NHRP group names are typically selected by using some form of
bandwidth or QoS characteristic common with multiple remote
devices. The fewer group names that are used in a network, the
smaller the QoS configuration on the data center device.

Groupl = QoS Policy A
Group2 = QoS Policy B
Group3 = QoS Policy C

L ive/A\Ctlon www liveaction.com
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LiveAction Overview

LiveAction is an application-aware network performance management tool that will graphically display how networks
and applications are performing using SNMP and the latest advanced NetFlow capabilities embedded in Cisco devices.
In addition to showing application and network performance, LiveAction provides the ability to control application
performance via its graphical QoS management capabilities.  In the following pages, LiveAction will be used to
highlight how easily QoS can be configured to manage and control DMPVN and Internet traffic. Moreover, this
document will describe how LiveAction can be used to confirm the application performance of VoIP and video in
DMVPN networks using the latest Medianet technology now available in some Cisco devices.

The image below is a view of the LiveAction console. It shows a network diagram consisting of three network devices.
The three larger green circles represent routers and switches managed by LiveAction. The little green circles inside the
devices represents their interfaces. These devices are interconnected by both the Internet and a DMVPN.

¥ LiveAction - localhost
File View Users QoS Flow Reuting IPSLA LAN Tools Reports Help

o=

Gos | Flow | Routing | 1P SLA | LAN

Rl = NS

Dashboard Manage [E Expand

[ ]

Name:

£
DATA_CENTER @

REMOTE_SITECR *
&

="\

» 1MbCIR

iy

-
. REMOTE_SITE_A

- =
MbCR

(3 Qo Policy Applied
@8 Normal
(B Drops (See Alerts)
@ Warning
Down
@ Al Polling Disabled
A\ Qo5 Poling Disabled Icon
B AcL Applied
B, Not configured
VLAN

< [

4
cPU © | Memory © | Flow Buffer © TN ISR

admin: Admin user  03:30:56 PM EDT

Since LiveAction is also a special NetFlow collector, it has the ability to graphically visualize the traffic that is flowing
over the network. In the diagram below, the multi-colored arrows visualize the traffic traversing the network by DSCP
value. In this example, the color legend below shows that red arrows represents EF traffic, green arrows represent
AF21, light blue is Best- Effort traffic, etc. This is what one would expect to see if QoS matching and marking policies
are configuration for VolIP, video and other high priority traffic. LiveAction allows one to visually understand the end-
to-end QoS configurations and validate a traffic type's DSCP value is being honored throughout a network

environment.
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¥ LiveAction - localhost =R R

File View Users QoS Flow Routing IPSLA LAN Tools Reports Help

Dashboard | Manage [3F Expand Qo5 Flow | Routing | P SLA | LAN
) @=@ A O~ @& @ Table | tdRefresh |AllFlow Types = |CurrentTme ~ |current Poling Interval ~ || 3 No Display Fitering ~ | Tep2o0 - | W Dsce -
Search Fxample: (site = Honolil | site = Chicago) & wan & flow.app = webex-meeting X -

@B DATA_CENTER
@8 REMOTE_SITE_A
@® REMOTE_SITE_E

Color Mapping By DSCP
0 (s€)
=202 KB / 10 flows
W 18 (AF21)
=2MB 2 flows
26 (AF31)
34 (AF41)
=53 MB f 3 flows ]
W15 (C52)
= 24 Ecsa; AN
32(Cs4) .
B (5 Color Mapping By DSCP
=28KB | 5 flows
W 46 (EF)
19 ME / 5 flows V] [BE:I
Remaining
18 (AFZ1
k. Flow Poling Disabled Icon u ( )
[ AcL Applied 26 (AF3 1:'
., Not configured 34 (AFq_ 1:'
w L= M 15 (C52)
cPU © Memory © | Fow Buffer © || RSN NRGNBORERRGN Refreshed at 3/10/14 2:31:18 PM: 30 flows (merged) displayed. Sho W 24 (C53) admin: Admin user | 02:31:37PMEDT
W 32 (c54)
M 48 (CSa)
M 45 (EF)
*15MB / 1 flow
Remaining

Ak Flow Polling Disabled Icon

0 AcL Applied
S Mot configured
VLAM

Double-clicking on any of the larger circles {routers/switches) in the LiveAction network diagram will show the real-
time NetFlow data of traffic that is flowing through the device. In the example below, multiple DSCP values can
validated. This again confirms that VolIP and video's (RTP's) DSCP values are configured and being honored
appropriately.

Q Q @Enable Polling ﬁPause Display | Basic Flow - E *DefaultFilterGroup - E Display Filter Colors « | End Points:| IP Ad:

Search Example: (site = Honolulu | site = Chicago) & wan & flow.app = webex-meeting

=
Protocol SrcIP Addrl Src Port Dst IF Addr Dst Port InIF Out IF DSCP and IPvE

TCP 192.168.6.12 4,218 222,222,222.101 1,494 Vian1 Tunnel13 18 (AF21)

TCP 192.168.8.12 1,494 222,222,222.101 4,218 Vianl Tunnel13 18 (AF21)

LoP 192.168.6.14 31,196 223,223.223.103 19,420 Vian1 Tunnel13 46 (EF)

LDP 192,168.6.14 31,196 222,222,222,103 19,420 Vian1 Tunnel13 46 (EF)

LDP 192, 168.6.16 20,100 223,223,223.105 20,100 Viani Tunnel13 34 (AF41)

LoP 192.168.6.16 20,100 222,222,222.105 20,100 Vian1 Tunnel13 34 (AF41)

LDP 192, 168.6.16 20,101 223,223,223.105 20,101 Vian1 Tunnel13 0 (BE)

LDP 192, 168.6.16 20,101 222,222,222,105 20,101 Vianl Tunnel13 0 (BE)

EIGRP 192.158.13.2 - 224.0.0.10 - Tunnel13 Mullo 43 (C56)

ICMP 192,168.13.3 - 192.168.6.1 77 Tunnel13 Local 43 (Cs5a)

EIGRP 192,168.13.3 - 224.0.0.10 - Tunnel13 Mulld 48 (Csa)
QSPFIGP 192.158.13.3 - 224.0.0.5 - Tunnel13 Mullo 43 (C56)

ICMP 192,168.13.3 - 192.168.6.1 77 Tunnel13 Local 43 (C5a)
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LiveAction DMVPN QoS Configuration

LiveAction provides engineers a graphical interface for simplifying the creation, modification and deployment of QoS
policies. This GUI can be used for greatly simplifying DMVPN QoS. The following pages will show in detail how QoS
can be configured, deployed, and validated for DMVPN using LiveAction.

Remote Site DMVPN QoS Configuration

To configure the hierarchical shaping policy on the Internet interface for the prioritization of traffic inside the tunnel,
perform the following:

1. Select the QoS tab. Then right-click the on a remote site device object in the device list to the left of the

LiveAction network diagram. In the pop-up menu select QoS > Manage QoS.
I LiveAction - localhost | =R r=n

File View Users QoS Flow RouljpseslBSLA LAN Tools Repors Help
Dashboard  Manage [F Expand @ Routing | IPSLA | LAN
Q P S - & & | Audt

» ]Mh;‘:[K
ml
‘%, REMOTE_SITE_A ng\\l
- 92.168 3 ;
2Mb R “ -
B
3 Qos Policy Applied
@ Normal
(D Drops (See Alerts) .
@ warng Device: REMOTE_SITE_A
Down
@ Al Poling Diszbled Qos L
4\ QoS Poling Disabled Icon Flow
[ AcL Applied .
3 Notwaioaed : « | Enable Qo5 Pelling
= VAN Routing -
« (g F Manage QoS Settings
U © memory ©  Fowsuffer © | TG IRESE IP SLA admin: Admin user | 03:30:56 PM EDT
LAaM
. . A Manage NBAR
Edit Device Settings 9
Add or Remove Interfaces Apply Policy to Interfaces...
Refresh Device Remove Policy from Interfaces...
Remove Device . .
Copy Policy te Devices...
Device Tools
- Reports
Statistics
View 3
Group Management 4

2. The Manage QoS dialog window appears. Click the Add Policy icon to the top left of the screen.
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[ Manage QoS Settings - REMOTE_SITE_A (192.168.123.3)
Jalaa|es

ies Mapped Classes
(E)mamuas BREB

Class Name Classify Marking Queueing Policing Shaping Compression WRED DBL Unknown

Mapped Class Detail
Drop al traffic for dass

| Shape using: |None

I8 2dd Palicy

Reference

>

Control the flow of traffic
and elminate bottienscks
by delaying packsts and
conforming to a specified

bt rate. E

. Rate
Palicy name: || Peacatows me

transmission rate to
burst higher than the
shaping rate.

OK i |
[ savetwpevice | [ previewcu | | Cancel ]
3. Give the policy a name and click OK. In this example, the policy will be named Internet_Shaping_2Mb.
4. Expand the new policy by clicking on it and click its class-default to highlight it.
5. Click the shaping tab in the middle of the window, and add a shaper. In this example, a shaper of 2Mb was
created with the following parameters:

e Rate: 2,000 Kbps

e  Committed burst: 20,000 bits

e  Excess burst: O bits

I Manage QoS Settings - REMOTE_SITE_A (192.168.123.3)
DaJaaes
| Poicies | Classes | Interfacss|

Policies Mapped Classes
DRBL M NS ERE B
EE") Ir""”e""‘g-z""h Class Name Classify Marking Queusing Policing Shaping Compression WRED DBL Unknown
- == T I S 7S S E S R

Mapped Class Detail
[ Drop &l traffic for dass

| Classify | Marking | Queueing | Pollcmgl Shaping | Compression | WRED | DBL | Unsupported

Reference

Shape using: | Average

»

1 Control the flow of traffic
Rate: 2,000 Kops v | and eliminate bottlenecks.
by delaying packets and

Committed burst: 20,000 bits
conforming to a specified
Excess burst: 0 bits bit rate. 3
Unknown elements: Rate

Peak: allowes the
transmission rate to
burst higher than the
shaping rate.

Average: seis the
maximum transmission hd

[ Save to Device ] [ Preview CLI ] l Cancel

6. Click the Add Policy icon to the top left of the screen again, give the new policy a name, and click OK.
7. In this example the name of the second policy is QUEUING. This will become a child policy for the
Interrnet_Shaping_2Mb policy.
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D288 &%

Policies

¥ Manage QoS Settings - REMOTE_SITE_A (192.168.123.3)

BIRBRER BT

-1 gy LIVEACTION-POLICY-MEDIANET

Mapped Classes

ERE B

| dass-default

Class Mame Classify Marking Queusing Paolicng Shaping

Compression WRED DBL Unknown
dass-default L

Mapped Class Detal
Drop all traffic for dass

Match on: Any

Reference

Class is defined by the
criteria show at left.

Match-any: packet must
meet at least one of the:
criteria to be @ member of
the class.

Match-all: packet must mest

all criteria to be a member of
the class.

Edit

[ Save to Device ] [ Preview CLI ] [ Cancel

8. Right-click on the QUEUING policy and select Add Class to Policy.

9.

Select Create new class and enter a name. In this example, the first class created will be named VOIP.

¥ Manage QoS Settings - REMOTE SITE A (192168.123.3)

Jadaales
Policies Mapped Classes
LIRLMGR % ERBB
” = ASTION-POLICY MEDIANET Class Name Classify Marking Queueing Policing Shaping Compression WRED DBL Unknown
‘. Gk class-default v

E@ Class to Puiilq.r p

r%i Rermowve Class from Poli

Reference
. . . ‘ Class is defined by the
ﬁa Create Hierarchical Pelicy \ criteria show at lef
N
I Add Class to Policy

Select one of the following options:

(7 Use existing dass: | 4C-MN_CONTROL

i@ Create new dass:

Mote: This option will create an empty dass. You will

[

LiveAction

Simplifying the Network

need to select the "Class tab”™ to add dassification
parameters.

o) o]
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10. Click to highlight the VOIP class. Select the Classify tab and click the Edit button.
W

IR R R

[ Pokces | Gagses | interfaces|

Policies Mapped Classes
SR L L BRE
; % SLTEE:EON'POLICVMEMNH Class Name Classify Marking Queusing Palicing Shaping Compression DBL Unknown
_________
iclass-default
dassdafault

Mapped Class Detail
traffic for dass

< C‘ESS‘FV‘M%IMIPMIM'CWEMIWRE”D&'WM‘
Ny
on: Any

Reference

Class is defined by the
criteria show at left.

Match-any: packet must
meet at least one of the
criteria to be a member of
the class.

Match-all: packet must meet
all criteria to be a member of

the class.

[eemmee | |

Preview CLL ] [ Cancel

11. This brings up the Classes tab. Select the Match type dropdown and select the appropriate match criteria
for the VOIP class.

12, In this example, the DSCP value of 46(EF) is selected.
13. Once the appropriate option is selected, click Add Match Statement.

ii Manage QoS Settings - REMOTE_SITE_A (192.168.123.3) E
Jddalales
Policies | Classes | Interfaces

Classes Create and Edit Match Statements
SETN ——— 2 x
M vorP
Value: |43 || Match Type Value Match/Match not
44

45

47

48 (C56) =
49

50 =
(Select up to 8 values)

Match/match not: [Mabdw - ]

1Pv4 Only

Add Match Statement ? Replace Match Statement |

oo |

Preview CLI ] [ Cancel

L ive/A\Ctlon www._liveaction.com 18
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14. The match type will appear in the list to the top right of the window.
sananen
Poliies| Classes | Interfaces

Classes Create and Edit Match Statements

R Vet o o5 . =
| VOIP
value: |43 Vpe Value Match/Match not
[ 46 EF) D
5 T ——
46 (EF)
47
148 (CS6) |
42
50 =
(Select up to 8 values)
Match/match not: [Match v]
1Pv4 Only
[ addmatchstatement | [ Replace Match Statement |

[oemme | [ roma ][ o

15. Click the Policies tab, notice how the match criteria is now visible in the Classify tab for the class.
Saaadlen

Policies Mapped Classes
R E LI EREE
; Q EI:EESEDN'PDLICYME]IANH Class Mame Classify Marking Queueing Policng Shaping Compression DBL Unknown
B I —————————
dass-default

Mapped Class Detail
Drop all traffic for dass

C|ESSifY|Madmg QLEuenglP(ﬂmglE}mglCmuemlwﬂﬂjl[ﬂlwﬁwutedl

(ﬂab&:h on: Any \ Reference

Match : DSCP @ 46 (EF) Class is defined by the
N criteria show at left

Match-any: packet must
meet at least one of the
criteria to be a member of
the class.

Match-all: packet must meet
all criteria to be a member of
the class.

savetoDevice | [ Previewcl | [ cancel

16. Click the Queuing tab. Select the Queuing type of Priority.

L ive/A\ctlon www._liveaction.com 19
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B Manage QoS Settings - REMOTE_SITE_A (192.168.123.3)
Jadaales
Polides | Classes | Interfaces

Policies Mapped Classes
EaBLAEBLY ERE
' % ;I:E:E;I;ON-POLICVMEDIANEF Class Name Classify Marking Queueing Policing Shaping Compression WRED DEL Unknown
E iclass-default v
=] dass-default

Mapped Class Detail
[ Drop all

Classfff| Marking | Queueing | policind\Shaping | Campression | WRED | DEL | Unsupported

Queueing type:  None = Reference

Distribute the available |
bandwidth between A
classes by specifyinga | =
minimum bandwidth
guarantee to each class.

Queueing Type

Class-based: utilizes
Class-based weighted fair
queueing (CBWFQ) using
derived weight for packets
from the bandwidth

allocated to the class. h
[

Help [ Save to Device ] [ Preview CLL ] [ Cancel ]

17. With Queuing type Priority, apply the appropriate bandwidth. In this example 20% is given to this queue.

¥ Manage QoS Settings - REMOTE SITE A (192168.123.3)

Jadaales

Polides | Classes | Interfaces
Policies Mapped Classes
R IR N ERB=
% LIVEACTION-POLICY-MEDIANET Class Name Classify Marking Queueing Policing Shaping Compression WRED DBL Unknown
-] QuEUING
=4 F VOIF I O S I I N A N N
class-default
d class-default assoeta -
Mapped Class Detail
[] Drop all traffic for dass
Classify | Marhng‘ Queueing | Palicing I Shaping | Compression I WRED | DBL | Unsupported
Queyfig type: :Pnority v: Reference
Distribute the available ~ “
bandwidth between A
[7]Burst size: 32 classes by specifyinga |~
minimum bandwidth
known elements: guarantee o each class.
Queueing Type
Class-based: utiizes
Class-based weighted fair
queueing (CBWFQ) using
derived weight for packets
from the bandwidth
allocated to the class. -
4 1] r
Help [ Save to Device ] [ Preview CLL ] [ Cancel ]

18. Repeat these same steps and create any additional queues required for protection of VolP, video, and high
priority data. In this example, the full QUEUING policy is utilizing the following data:

Queue Name Match Type Queuing

VOIP DSCP = EF Priority =20%

VIDEO DSCP = AF41 Priority = 30%, Burst = 128,000
MGMT_DATA ACL = MGMT_ACL Class-based = 5%
CALL_SIGNALING DSCP = CS3 Class-based= 5%

L ive/A\ctlon www liveaction.com 20
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CITRIX DSCP = AF21 Class-based = 5%
Class-default Fair-queue

19.  When finished, creating all class of the QUEUEING policy, click on the policy named QUEUEING. The
summary section of the policy should look similar to the following:

B Manage Qo5 Settings - REMOTE_SITE_A (192,168 123.3)
Jadaaaes
Polides | Classes | Interfaces

Policies Mapped Classes
DRBE MG Y T~
% Irnm;netj:haﬁ?\Tg_le /ﬁss Name Classify Marking Queueing Paolidng Shaping Compression WRED DBL Unknown
“ t
o e ot v Priority: 20%
VOIP VIDEO L ] Priority: 30%
i ’—J VIDEO MGMT_DATA v Class-based: 5%
’—\: MGMT DATA (CALL_SIGMALING L J Class-based: 5%
s CITRIX L Class-based: 5%
H E;I_';I‘:IGNALING iclass-default L
" E] dass-default \\

Mappem /

Drop all traffic for dass

Match on: Any

Reference

Class is defined by the
criteria show at left

Match-any: packet must
meet at least one of the
criteria to be a member of
the class.

Match-all: packet must meet
all criteria to be a member of
the class.

Edit

[ Save to Device ] [ Preview CLI ] [ Cancel

20. Click, drag and drop the QUEUEING policy onto the Internet_Shaping_2Mb policies class-default. The
QUEUING policy will act as child policy for the Internet_Shaping_2Mb policy.

B Manage Qo5 Settings - REMOTE_SITE_A (192,168 123.3)
Jdadales
Polides | Classes | Interfaces

Policies Mapped Classes
N BTG EREB
Class Name Classify Marking Queueing Polidng Shaping Compression WRED DBL Unknown
T voIP L ] Priority: 20%
UEUING
UE%;’N VIDEO L Priority: 30%
MGMT_DATA L ] Class-based: 5%
’« VIDED ICALL_SIGMALING L] Class-based: 5%
_’—\l MGMT DATA ICITRIX L ] Class-based: 5%
’«: CALL SIGNALING class-default L] Fair
5] CITRIX
2] dass-default
Mapped Class Detail
Drop all traffic for dass
Queueing type: | None Reference

Distribute the available
bandwidth between
classes by specifying a
minimum bandwidth
guarantee to each class.

Queueing Type

Class-based: utilizes
Class-based weighted fair
queueing (CBWFQ) using
derived weight for packets
from the bandwidth

allocated to the class. N
< 1l r

Save to Device ] [ Preview CLI ] [ Cancel ]
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22.

LiveAction

Click the Interfaces tab.

I Manage Qos Settings - REMOTE_SITE_A (192168.123.3)
Jadaales
Policies I Classes | Interfaces

Interfaces
- FastEthernets i
; L Input: <nonex

i< Output: <none>

% FastEthernets

tp! Input : <none>

= Output : <none>

- FasiEthernet?

P %Input: <nane >

H ~izh Output: <none

[ % FastEthernets

: ._ Input: <none>

iz Output: <nonex i
@ GigabitEthernetd

B %Input: <nane >
; ~1zs Output : <none>
-8 Loopback0

-3 Input: <none>
iy Output: <none
& Nuld

i '_ Input : <none>
~1zs Output: <none>
E| & Tunnel13

; -3 Input: <none>
iy Output: <none
& Tunnel133

Input : <none >

m

s

+14= Input : <none>

~i=p Output : <none: | 3

=18 VoIP-hulld
m

Interface name: |Asyncl
IP address:
IP address mask:

Interface description:

Maximum reserved bandwidth: | 754 %

* This device supports HQF, therefore reserved bandwidth settings are ignored
Pre-dassify

Link Fragmentation:

Maximum delay: ms

Interleave

[ Save to Device ] [

Preview CLL ] [ Cancel

Internet_Shaping_2Mb policy and Click OK.

Right click on the Output of the applicable Internet interface and select Apply Policy to Interface. Select the

I! Manage QoS Settings - REMOTE_SITE_A (192.168.123.3)
Jadaales
Policies I Classes | Interfaces

Interfaces
[} FastEthernets A
: P! Input: <none>
= Output : <nonez
- FastEthernets
14= Input : <none>
= Output : <none>
& Fasttthernet?
Input: <none>
= Output : <nonez
L] FastEthernet3

7R

Interface name: |FastEthernetd
IP address: |192.168.123.3
1P address mask: | 255.255.255.0

Interface description:

Maximum reserved bandwidth: | 7514 %

ith settings are ignored

L

mp olicy to Interface >

ms

1

P! Input: <none>

i Output : <nonex

& Vian1

tp! Input : <nonex

i = Output : <none> B

B8 VoIP-hull
-

Tomut

S

Apply Policy to Interface

(3]

Select the policy to apply to the Qutput of interface FastEtherneta:

:?.[nternet Shaping_2Mb

-

Simplifying the Network

Ok

H Cancel ]

[
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23. The Internet_Shaping_2Mb policy will be applied to the Internet interface.

[ Manage QoS Settings - REMOTE_SITE_A (192.168.123.3) =
Jadaales
Policies I Classes | Interfaces

Interfaces

[ Fastfthernets A
'_ Input : <none>

-isp Output : <none:

L] Frastfmernetﬁ IP address: |192.168.123.3
4= Input : <none

Interface name: |FastEthernetd

i Output: <none> 1P address mask: | 255.255.255.0
£l FastEthernet?
- '_'? Input: <none> Interface description:
2o .
astEthernets

T Input : <none>

B 'ﬁ ‘Output : Internet_Shaping_2Mb

GigabitEthernetd

Maximum reserved bandwidth: | 754 %

-isp Output : <none:> * This device supports HQF, therefore reserved bandwidth settings are ignored

% Loopbackn
Ey

14 Input : <none> Pre-dassify
-1y Output : <none Link Fragmentation:
£ il Mandmum delay: ms

- %Input: <none >
-l=p Output: <none>
& Tunnel13
’__ Input: <none>
iy Output: <none
—- % Tunnel133 Interleave
H % Input : <none
-l=p Output: <none>

m

14 Input: <none>

H - Output : <none L&

=18 VoIP-hulld
m

Save to Device ] [ Preview CLI ] [ Cancel

24. Click Save to Device.
Remote Site DMVPN QoS Validation

To validate the hierarchical shaping policy on the Internet interface, perform the following:

1. Ensure the QoS tab is highlighted and click on the Home icon to the top left of the window.
W LiveAction - localhost =N =

file View Users QoS Flow R LAN Tools Reports Help
Dashbaard | Manage [IF Expand Qos | Flow [YRouting | TP SLA | LAN
a- w '| &) @u‘ Audit

EETER:
@ REMOTE_SITE_A
@8 REMOTE_SITE_B -

REMOTE _SITEC3%. *
b, 192.168.122 £
2
3 N

=3
=

(1] -
C o
T

» 1MbCIR

i®

n
C o
-

%, REMOTE_SITE_A e
[=192.168.1233 | =

-

= )
Mbar

(3 Qos Policy Applied

@ Normal

(B Drops (See Alerts)

@ Warning

& Down

@ Al Poling Disabled

A\ Qos Poling Disabled Icon
B AcL Applied

B, Not configured

5 VLAN

v
cPU © | Memory © | Flow Buffer © | TN ISR admin: Acmin user  03:30:56 PM EDT
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Double-click on the remote site’s Internet interface where the Internet_Shaping_2Mb policy was applied.

LiveAction - localhost

File View Users QoS Flow Routing IPSLA LAN Tools Reports Help

Dashboard | Manage [ Expand

Qo | Flow | Routng | IPSLA | LAN

a [#l® /0| @) w
e | e
o a,. Home V.
@ DATA_CENTER. iM b CIR
@ REMOTE_SITE_A
@ REMOTE_SITE B
‘ )
J Other &\
b Vg
e REMOTE_SITE_A 222222222024
& 192.168.123.3
Tu13 K
[«] =1
Gig

@ )

3 Qos Policy Applied
@ Normal

@ Drops (See Alerts)
@ warning

@ Al Poling Disabled

A\ Qos Poling Disabled Icon
0 AcL Appiied

2,

Down

Mot configured
VLAN

(=& l=]

222.222.222.102

L

2222222225

CPUE Memory © | Flow Buffer © Mlerts ©  Advisories ©

‘admin: Admin user | 09:45:15 AM EDT

This will show the real-time statistics of this interface.

-
W LiveAction - localhost
QoS
Dashboard | Manage [F¥ Expand

File View Users

Q

Name
=-4% Home
@ DATA_CENTER
=8 REMOTE_SITE_A
- @ GgabitEthernetd
o Tunnel13
L8 WLANS
@ REMOTE_SITE_B

(| '

cPU © | Memory © | Flow suffer © | EIGH RSOSSN
Ensure that the drop down menus at the top of this page show Application/Class and Qutput. This will ensure

Flow Routing

IPSLA LAN Tools Reports Help

% | Flow | Routing | IPSLA | LAN
@ Enable Poling | Appiication [ Class = Inputand Output - | 15m 1hr 1d 1w [ (@

¢~ FastEthernets Input: No Policy
Before QoS - by Appiication (NBAR)

[

1102:38 24 11:03:38 A1 11:04:38 At 11:05:38 A1 11:08:38 A 11:07:38 At
After QoS - by Class

600

I e PR et T 0

— DE— - M o380

240

120

o

11.02:38 Al 11:03:38 A 11:04:38 Al 11:05:38 A 11:06:38 Al 11:07:38 Al

5
i

FastEthernet8 Qutput: Internet_Shaping_2Mb
Before QoS - by Application (NBAR)

00

____________ L an
00
7 200
100
0
110238 At 11:03:38 A4 T1:04:38 At 10538 A4 1:06:38 At 11:07:38 At
After Qos - by Class
500
an
200
00
100
0
110238 2t 11.03:38 A1 110438 At 110638 A 11:08:38 At 1140738 At

Kbps

Kops

Kops

Kiops

|

Top <40 - Rate -
Before QoS - by Application (NBAR) in Kbps Options ~
MName Current Peak Sminute Avg  1hour Avg
Oare 457 513 316
|5 E 2 2 2
tenet 0 5 <
Total: 459 515 318 0
< . ] v
4
After QoS - by Class in Kbps Options ™
Name Current Peak Sminute Avg  1-hour Avg
Total: 0 0 0 0
< o ] »
Before QoS - by Application (NBAR) in Kbps Options ™
Name Current Peak S-minute Avg  1-hour Avg
- [¥] A rtp 202 341 268 -
23 23 23 [
<1 4 <1
Ll PR el 1 el T
Total: 28 367 24
< m ] »
4
After QoS - by Class in Kbps Options ™
Name Current Peak Sminute Avg  1-hour Ave
= [V] dass-default 240 406 26 .
0 0 3
0 0
27 182 kS T
240 406 26
< T G
admin: Admin user | 11:07:41 AM EDT

the graph is focusing on the interface’s output statistics. In the example below, notice the bottom graph. This
is a graphical view of the CBQoS MIB, the real-time QoS stats of the Internet_Shaping_2Mb policy. Note that
the bandwidth graph is showing data in the VOIP and VIDEO queues.
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6.

-
W LiveAction - localhost
File QoS

Dashboard |Managa [@¥ Expand

View Users

@ GigabitEthernetd
% Tunnel13
% VLANs

@ REMOTE_SITE_B

Flow Routing

« [m] r

P © memory © | Fon suer © I I
L

SLA LAN Tools Repotts Help

=]

Before QoS - by Appiication (NBAR)

0
11:02:58 2 T107:58 At

110358 A

11:04:58 At 11:05:58 At

11:08:58 20

After QoS - by Class

0
11:02:55 A 1:03:58 A 110458 At 11:05:58 A 11:08:55 At 110758 At

Khps

Kiops

Before QoS - by Application (NBAR) in Kbps

Top <40 - Rate -

Options ~

MName Current Peak Sminute Avg  1hour Avg
282 341 268
23 3 23
< 4 <1
<1 <1 <1
0 [ <1
2 3 2
Total: 307 367 294 0
4 m ] »
After QoS - by Class in Kbps Options ™
Name Current Peak Sminute Avg  1-hour Avg
class-default 282 406 26
W CALL_SIGNAL. o ] —
W crRix 0 0 —
[ dass-default 27 153 %
[ MGMT_DaTA 0 0 —
W viDEO 178 261 184
[ vorr 76 77 76
Total: 282 406 26 0

admin: Admin user | 11:08:04 AM EDT

To view historical statistics for this interface, select the 15m, 1hr, 1d, 1w icons at the top of the page. This will
bring up the corresponding historical reports.

-
[ QoS Reports

Q;

eports

- Device CPU/Memory Usage
Interface Bandwidth
Interface Bandwidth Compar|

- Interface/Interface Drops
NBAR Comparison
INBAR and Post-Palicy

- Pre-Policy and Post-Policy

- Pre-Policy and Post-Policy C
Pre-Policy and Post-Policy D/
Top CPU Usage

- Top Class Bandwidths
Top Class Drops
Top Interface Bandwidths

~Top Interface Drops

Top Memory Usage
Site Bandwidth
- Site - WAN Interface
- Site Alert
Site Alert Detail
Custom Reports

< i G

Report Actions
Save

Save As

Delete

Schedule

PDF

Export to C5V

Help

NBAR and Post-Policy

REMOTE_SITE_A FastEthernet8

Execute Report

Show Total Bandwidth

NBAR Before QoS - by Application (NBAR) in Kbps Options ™
\ Name Average pezk
268 340
300 23 23
2 4
<1 1
& 200 <1 <1
a2
X
100
0
Mar12, 11:00 AM  Rar 12, 11:02 AWM Mar 12, 11:04 AWM Mar 12, 11:06 A Mar 12, 11:08 AM - War12, 11:10 AM - Mar 12, 11:12 AW
Post-po“cy After QoS - by Class in Kbps Options ™
Internet_Shaping_Mb -
Name Average Peak
300 = [V] dass-defauit 234 35
W viDEO 193 263
- Ovore 7% 77
f—}' 200 [0 dass-default % 28
4 O MGMT_DAaTA 0 0
W crRix 0 o
100 I CALL_SIGNALING 0 0
0

War12, 11:00 AM Mar 12, 11:02 AM  WMar12, 11:04 AM  Mar 12, 1108 AWM Mar 12, 1108 AW War 12, 11:10 AW Mar 12, 11:12 AM

The time range of the historical statistics can be further customized by utilizing the time range options on the

report.
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-
[ QoS Reports

Q- Type here to fiter reports.

“Reports
- Device CPU/Memary Usage
Interface Bandwidth

- Interface/Interface Drops
NBAR Comparison

~Pre-Policy and Post-Poli

-Pre-Policy and Post-Poli
Pre-Policy and Post-Policy Di
Top CPU Usage

- Top Class Bandwidths

Top Class Drops

Top Interface Bandwidths

-Top Interface Drops

Top Memory Usage

Site Bandwidth

~Site - WAN Interface

-Site Alert

site Alert Detail

Custom Reports

< i G

Interface Bandwidth Compar|

Q

14

NBAR and Post-P

olicy

! LA w uo 11-13:24 AM

v Custom

Start Time |03/12/14 ~ |[10:58:24 AM[S hhimm:ss - | Outbound

Execute Report

EndTime  [03/12/14 v | [11:13:24 ML bhamm:

——NBAR

300
8
2200

100

Report Actions
Save

Save As

Delete

Schedule

PDF

Export to C5V

Help

%3
2200

100

Before QoS - by Application (NBAR) in Kbps Options ™
\ . R \ Name Average pezk
f Hrtp 268 340
W srmp 23 23
[ unknown 2 4
Ogre <t 1
W ospf <1 <1
Mar12, 11:00 AM  Rar 12, 11:02 AWM Mar 12, 11:04 AWM Mar 12, 11:06 A Mar 12, 11:08 AM - War12, 11:10 AM - Mar 12, 11:12 AW
Post-PoIicy After QoS - by Class in Kbps Options ™
Internet_Shaping_Mb -
P = Lo F 1l § a - A
i s B [ ' v s a\ I ey Name Average Peak
| ... f‘..f’ - "I‘.‘U‘ l....j\./ ‘..t". / ‘.. lf' .’I l..l"\..’-‘ k... ’l\. ‘, V....f.’.u ‘. f‘.
() ;i/ 3 3 v -t ow v www oy F AT ¥ ' v |= 7] dassdefaut 284 365
i\ | 2 - [¥] W viDEO 193 263
- [ Ovor 7% 77
[0 dass-default 26 28
0 0
0 0
CALL_SIGNALING 0 0
Mar12,11:00 AM  Mar 12, 11:02 AM Mar 12, 11:04 AWM Mar 12, 11:06 AM - Mar 12, 1108 AM - Mar 12, 11:10 AM - Mar 12, 11:12 A

Data Center DMVPN Per-Tunnel QoS Configuration

Configuring Per-Tunnel QoS at the data center will require all remote DMVPN devices to utilize the following
command on their tunnel interfaces: ip nhrp group <GROUP_NAME>. The following example is assuming that each
remote site already has this prerequisite command in place.

Each NHRP group will get its own unique hierarchical QoS policy on the data center router. The configuration steps to
configure these hierarchical QoS polices are identical to those of the remote site DMVPN QoS configuration as
outlined in this document. This section will only focus on concepts unique to Per-Tunnel QoS. To implement Per-

Tunnel QoS, perform the fol

LiveAction
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Select the QoS tab. Then, right-click the on the data center object in the device list. In the pop-up menu

select QoS > Manage QoS.
8 LiveAction - localhost

File View Users QoS Flow RoutingJPSLA LAN Tools Reports Help

Routing | IPSLA | LAN

O - @& & | Audit

Dashboard | Manage [ Expand

3 Qos Policy Applied

@ Mormal

(D Drops (See Alerts) 3

@ Warning Device: REMOTE_SITE_A

Down

@ Al Poling Diszbled QoS

A\ QoS Poling Disabled Icon A

B Act Appled ow

2, Not configured .

= VAN Routing
< m] +
U © memory ©  Fowsuffer © | TG IRESE IP S5LA

LAN

Edit Device Settings

Add or Remove Interfaces
Refresh Device

Remove Device

Device Tools

Statistics

View

Group Management

» 1Mb CIR

Enable QoS5 Polling
Manage QoS Settings

Manage NBAR

Apply Policy to Interfaces...
Remove Policy frem Interfaces...

Copy Policy to Devices...

Reports

The Managed QoS dialog window appears. In the example below, a QUEUING and two hierarchical
policies are already configured on the data center DMVPN device. These were created using the steps

outlined in the remote site DMVPN QoS configuration of this document.

www liveaction.com
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@ Manage QoS Settings - DATA_CENTER (111.1)
Jdaaales
Policies | Classes I Interfaces

Policies Mapped Classes
LOREMN B % BB
& ':-l QUELITNG Class Name Classify Marking Queueing Policing Shaping Compression WRED DEL Unknown
H :?E::D class-default L] 2,000 Kbps
|=] mMeMT_DATA
=] cau_stenating
|=] crRIx
|| scavenGer
ﬁ dass-default
S5 % Shaping_1Mb
=] dass-default
o QUEUING Mapped Class Detail
=} % 5h: _2Mb Drop all traffic for dass
=2 | dass-default - - —
o quELING [igessify | o [ Queueing | | 1 | Comp [iwvren [oeL |
Shape using: |Mane Reference

Control the flow oftraffic  +
and eliminate bottlenecks
by delaying packets and
conforming to a specified
bit rate.

m

Rate

Peak: allows the
transmission rate to
burst higher than the
shaping rate.

Average: sets the

maximum tr -

l Save to Device ] [ Preview CLL ] l Cancel

3. Selectthe Interfaces tab. Notice how the data center's DMVPN tunnel interface shows NHRP Group
information. This is because LiveAction discovered the remote site's the group memberships on the data
center router.

[ Manage QoS Settings - DATA CENTER (11.11)
Jadaaaes
[ Poiicies | Classes | Interfaces |

Interfaces

(=% FastEthernetd

'f.lnput <none
=» Output : <none>

FasEthemetl

P! Input: <none>

~isp Output : <none: 1P address mask: | 255.255.255.0

Fastfl:hernetz

'f Input: <none: Interface description:
=» Output : <nonex>

FasEthemetS

5 'flnput <nane >
=» Output : <none>

Interface name: |Tunnel13

IP address: |192.168.13.1

Fastfmernem Maximum reserved bandwidth: | 7504 %
'f Input: <none>
= Output : <none * This device supperts HQF, therefore reserved bandwidth settings are ignored
Luuphacko .
i '__ Input : <none DPre—dasley
~isp Output : <none Link Fragmentation:
Maximum delay:
'_f Input: <none> ¥ ms
d ﬁ Output : <none:
‘ 'flnput: <nonex
i<h Output: <none>
RP Group "RemoteB” 2 Interleave

"1 <none>

P! Input: <none>

sy Output: <none

Save to Device H Preview CLI ][ Cancel
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4. Right click on one of the NHRP Groups and select Apply Policy to Interface.

u Manage QoS Settings - DATA_CENTER (11.1.1)
428865
Poliges | Classes | Interfaces

Interfaces

- % FastEthernetd
T2 Input : <none:
= Output : <none
£ FastEthernetl
Pl lf Input : <nones
“= Qutput i <none>
- FastEthernet2

P’ Input : <none>
L Output: <nones
£ FastEthernet3
% Input : <nones
= Quiput: <none>
- FastEthernetd
: 1_’_(? Input : <none>
ey Output: <nonex
(=~ Loopbackd
H r’f Input : <none
= Quiput: <none>
- Nulo
Lo ’_’f Input : <none>
H = Output: <none>
- Tunnel13
H T4 Input : <none>
Qutput : <none>

Interface name: |Tunnel13
IP address: [192.168.13.1

IP address mask: | 255.255.255.0

Interface description:

Maximum reserved bandwidth: | 75144 %
* This device supports HQF, therefore reserved bandwidth settings are ignored
[] Pre-dlassify

Link Fragmentation:

Maximum delay: ms

INHRP Group "RemoteB” : <none|
L5 NHRP Group "RemoteA” ; <none:

Vlan1
.

-ﬂ Apply Policy to Interface
| Remove Policy from Interface

Interleave

;g: Input : <none>
-isp Output: <nonex

Save to Device l [ Preview CLT

J

Cancel

5. Select the appropriate hierarchical QoS policy for the NHRP Group.

Manage QoS Settings - DATA_CENTER (11.11)
Jaaaae%
P s | Classes  Interfaces

Interfaces

(= FastEthernet

- FastEthernet2

T Input : <none>

*-I, Output: <none>

FastEthernet3

":_%. nput : <none>

=» Qutput : <nane>

% FastEthernetd

'_'f Input : <none>

. I3 output: <none>

-8 Loopbackn

T Input : <none>

1= Output: <none>

Nullo

: ',}:.Input: <none>

=» Qutput : <nane>

Tunnel13

% Input : <none>
Cutput : <none

INHRP Group "Remotel

= NHRP Group "RemateA”™ : <none >

Vlan1
: %Input: <none>
+-{3 output : <none>

s

Interface name: |Tunnel13
IP address: (192.168.13.1
IP address mask: | 255.255.255.0

Interface desaription:

Maximum reserved bandwidth: | 754 %

= This device supports HQF, therefore reserved bandwidth settings are ignored
[] Pre-dassify

Link Fragmentation:

Maximum delay: ms

Interleave

[ ssvetopevie |[ prevewcu ||

Cancel

LiveAction
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LiveAction

6. Repeat this process for all NHRP Groups.

I! Manage QoS Settings - DATA_CENTER (1.1.1.1)
Jadaales
Policies I Classes | Interfaces

Interfaces

-8 FastFthernetd
i ,Sb Input: <none>

i s Output : <none
% FastEthernetl

f Input : <none>

-tz Output: <none>

El - FastEthernet2

b S:.Input <none >
: 1= Output : <none

E| @ FastEthernet3

: ;Sblnput <none:>

iz Output: <nonex

Bw FasiEthernet4

- 'S=.Input <none >
1= Output : <none>

=) Loopbackd

: ;Sblnput <none
i iz Output: <nonex

El - Nullo

- 'S:Input <none >

i 1=p Output: <none>

=] Tunnell}

,Sb Input: <none>

Output : <none:

NHRP Group "RemoteB" : Shaping_1Mb

i=» NHRP Group "RemoteA” : Shaping_2Mb

E| L] wanl

Input : <none >

1% Output : <none>

Interface name:
IP address:
IP address mask:

Interface description:

Maimum reserved bandwidth: H| %

* This device supports HQF, therefore reserved bandwidth settings are ignored
Pre-dassify

Link Fragmentation:

Maximum delay: ms

Interleave

Save to Device

] [ Preview CLI ] [

Cancel

7. Click Save to Device.

Data Center DMVPN QoS Validation

1. Click the Home icon to view the network diagram.

2. Click the QoS tab.

Simplifying the Network

www liveaction.com

At the time of this document’s creation, Cisco has not yet implemented the CBQoS MIB for Per-Tunnel QoS. Due to
this limitation, itis not possible for LiveAction to monitor these QoS statistics directly because the MIB does not yet
exist. But LiveAction can use its robust NetFlow reporting to provide similar data. To monitor Per-Tunnel QoS statistics
using LiveAction’s NetFlow reports, perform the following task:

30




3.  Double-click on the data center's DMVPN tunnel interface.
L

File View Users QoS Flow Routing IPSLA LAN Teols Reports Help
Dashboard | Manage [B¥ Expand " QoS | Flow | Routing | IPSLA | LAN
E\h.&; S E- & Q| Audit

~.

{ REMOTE_SI >
B e

B

g

»‘memre_srre_a |
253 |

192.1 |

=
a \

ZHI-EIR‘Q'

3

(3 Qos Policy Applied

@ Mormal

@ Drops (See Alerts)

@ Warning

(D Down

@ Al Poling Disabled

A\ QoS Poling Disabled Icon
B AcL Applied

., Not configured

5 van

<[ »
CPU O Memory ©  Flow Buffer © || N INEOIESY | admin: Adrmin user | 03:30:56 PM EDT
4,  This will show the real-time interface statistics of the tunnel interface. Notice how there are now QoS

statistics for this Per-Tunnel QoS configuration.

File \View Users QoS Flow Routing IPSL& LAN Tools Reports Help

Dashbosrd | manage. B Evpand Qg [ Flow | Routing | 1P SLA

a =) | Appication [ Class - output = | 15m b 1d 1w [0 Top 40 - Rate +
< Tunnel13 Output: No Policy
Hens fo by App f by Appl b
49 one Before Qo5 - by Application (NBAR) Before Qo - by Applcation (NBAR) in Kbps Optians
£1-@ DATA_CENTER Hanne Current Peak S-minute Avg  1-heur Avg
- & FastEthernstd: st3 a6t 7 26
S Muli) 44 48 45 45
1o 7 7 7 7
77777777777777777777777777777777 <1 <1 <1 <1
REMOTE_SITE_B o 0 N b “
=@ e 0 < el <
w %2 % 2 47
a
&
X
a0
0
03/13/2014 72:17:06 705 92Kk o
10:15:20 Pt 10:16:20 P T0:17:28 P . 10:19:20 P 10:2026 Pt
Total: 655 1,017 720 725
«
After QoS - by Class After QoS - by Class in Kbps Options ¥
Hame Current Peck Seminute g 1-hour Avg
1000
v . N s ‘s, = = a0
- - .. . . - -
g
&
2
w0
m
3
10:16:26 Pt 10:16:25 P 10:17:28 Pt 10:16:26 Pt 10:19:26 P 10:2025 P
<m v Total: 0 0 0 o
CPU© | Memory © | Flo Buffer © |[EIEIG Advisories © sdimin: Admin user | 10:20:35 P EDT
_——— ool = T = | g— g = = — T —
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5. Right-click in the empty QoS bandwidth graph and select Show Flows.
[ Cvection lacalhost

File View Users QoS Flow Routing INSLA LAN Teols Reports Help

Dashboard |Manage [ Expand Qo5 | Mow | Routing | TP 5LA
& @ Crsble Poling || Application f Class -~ Output - | 15m 1hv 14 1w [ Top 40 - Rats -
i <»  TunnelL3 Output: Na Policy
| Hame
| 8 Home before Qos - by Application (AR efore o - by Application (NSAK) In Kbps Options ~
£ DATA_CENTER Hame Current Peak S-minute Ava 1-hour Avg
| % Fastithematd s66 261 615 526
% Hulo ae an as as
T 7 7 7 7
® viany < <t < <t
@ pEmoTE_STTE A A o A o
@ REMOTE_STTE_B N 3 o o
6 % 81 47
£
2
o
02408 M 102508 M 102808 T 102708 4 102008 M 102008
Tatal: 723 1,017 749 725
«
After QoS - by Class After Qo3 - by Class in Kbps Options ~
Hame Current Peak S-minute Ava 1-hour Ava
1000
RChad 1 N R ‘ShuwF\uws) |
Repors Y
Resetzoom =
2
Save image a0
Help
20
o
10205 M 102508 P 102508 P 102708 P 102808 P 102008 P
<@ v Total u u u u
CPU © | Memnery © | Flow euffer © [EIEIGN Advisories © |

| adiming Adrmin user | 10:29405 PM EDT

6. This will run the corresponding NetFlow Applications > Application report for the data center's DMVPN
tunnel interface.
Q- Application |

Reports
Interface Bandwidth

Top Analysis Application 15m 1h
Address
1 pt

applications
) I¥gecll DATA_CENTER - § Tunnel13 - My s: 151
Qos
+Hetwork S *DefaultFiltercroup - I outbound = aph Bit Rate =

rotocol

Medianet
Anplications (AVC) earch Fxample: (ste = Honoluly | site = Chicana) & wan & flow.app = webex meeting X -
MSEL
PR 800 Kbps
#H-iireless

Ei-Miscellaneaus

[E-Custorn Reports
+-CustomReport-Parts
@y DataCenter_WAN-Apps
~-DC2B-DSCP

700 Kbps
600 kbps
500 Kbps

400 Kbps

3]
=1

T
o
=
==}

300 kbps

200 Kbps

i

100 Kbps

0bps
" Mar 13, 10:18 PM Mar 13, 10:18 PM Mar 13, 10:20 PM Mar 13, 10:22 Ph

Date

Mar 13, 10:24 PM Mar 13, 10:28 PM Mar 13, 10:28 PM

show Total Bit Rate

Humber of datesets:

Application Total Flows Total Bytes Total Packets Average Bit Rate Average Packet Rate
rp s0 66 ME 125,693 567 kbps 140 pps
Report Actions unclassified 41 VB 34,503 63 kbps 3B pps
Save citrix 30 4MB 43,330 36 Kbps 48pps
sip 30 637 KB 5,351 6 kbps 6pps
Save As
Create
Delete
Schedule
POF
Export to CSY

Help |
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7. From the report list, select the Address > Destination Site Traffic report and click the Execute Report button.
¥ Flow Reports [ el

Ot Type here to fiter reports Destination St Traffic | =
Reports

Interface duridth
Ty

Destination Site Traffic 15m ih &h 1d

4, 11:12:18 P

Bidirectional Source/De!
Source or Destination Ad
address Pair

Destination Address
Source Address & Outbound
Destination Address Popul
Source Address Popularit
Site Traffic

- | Tunnel13

Source Site Traffic ’
Applications

Protocol
-Application

Qo
- Netwark

- Medianet

“applications (A4UC)

NSEL

PiR

- Wireless

h-Miscellaneous

Custarn Reports

- CustamReport-Ports

@y DataCenter_WAN-Apps

3]
=1

T
o
=
==}

n

- DCZB-DSCR
Mar 13, 10:50 PM Mar13, 11:01 PM Mar 13, 11:03 PM Mar 13, 11:05 PM Mar 13, 11:07 PM Mar 13, 11:00 PM Mar13, 11:11 PM
Date
shaw Total Bit Rate

d i, & Site Total Flows Total Bytes Total Packets Average Bit Rate Average Packet Rate

N Remote_ 104 4118 125,825 363 kbps 140 pps
Report Actions Remote_B 46 37MB 82,306 329 kbps 91 pps
Save
Save As
Create
Delete
Schedule
PDF

Export to CSV

Help |
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8. Thisrepoert will show the data center's tunnel interface bandwidth utilization for each remote site. Right
click on a remote site’s name in the table, select Drill Down on <Site Name>, and select the DSCP Report.

¥ Flow Reports

Q- Type here to filer reports. Destination Site Traffic | i
=-Reports

~Interface Bandwidth _ g A ]

Tep arsiyai Destination Site Traffic 15m 1

Address

Bidirectional SDU,EE,DE: y A 1S 3 e il Top Analysis Report Execute Report
Source or Destination A Interface Bandwidth Report

Address Pair 3y DATA_CENTER

Destination Address =

Bidirectional Source/Destination Pair Report

Source Address [FIEg *DefaultFilterGroup oOuthound ] 3) Basic Flow Time Series v
Address Pair Report
Destination Address Popu
Source Address Popularit Search Example: (stte = Honolulu | site = Chicaga) & wan & Flow.app = webex Destination Address Report X v

Site Traffic

Source Address Report

Destination Address Popularity Repart

Source Site Traffic
Applications

Source Address Popularity Report

Protocol TR == Site Traffic Report > s ——— 3
“application o X 1
205 Destinatian Site Traffic Report ‘
Hetwark Saurce Site Traffic Report e
EHMedianet & i
-applications (AUC) = Protocol Report -
MNSEL = A cation Report
PR o ]'I
o relss !
) Miscellaneaus

Bidirectional Network Pair Report

m

Custam Reparts

“~CustomReport-Ports

@y Datacenter_WAN-Apps
DC2B-DSCP

Retwork Pair Report
Source Network Report

War 13, 10:58 PM Mar 13, 11:01 P CestinztionlbletworkiRepart ar13, 1107 PM War 13, 11:08 PM Mar13, 11:11 PM
Bidirectional A5 Pair Repart
A5 Pair Report
Show Total Bit Rate Source 45 Report
Number of datasets: 2 Destination AS Report Q-
« i » Total Flows Destination Country Report Average Bit Rate Average Packet Rate
- — 10, Saurce Country Report 125,825 363 Kbps 140 pps
Report Actions Device: DATA_CENTER 52,306 329 Kbps a1 pps
cave Drill Dowvn an Remaote A > CustornReport-Ports Report
Drill Down on Specific Flow >
Save as
Pivot to Another Report v
Create
Delete
Schedule
POF
Export to CSY

Help P

9. This will filter the previous report so only the bandwidth of the selected site will be visible. This bandwidth
will be categorized by DSCP value. Since the Per-Tunnel QoS QUEUEING policy is referencing DSCP values
for class selection, this reportis the equivalent of a QoS bandwidth graph.
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¥ Flow Reports

[E=8 EoR =

-

Destination Site Traffic x| DSCP X

p
Interface Bandwidth
Top Analysis
-address
Bidirectional Source/Dest
-~Source or Destination Ad
Address Pair
Destination Address
-~Source Address
Destination Address Popu
-~Source Address Popularit
Site Traffic
Destination Site Traffic
-~Source Site Traffic
Applications
“~Protocol
Application
QoS
- Network
- Medianet
Applications (AWC)
NSEL
PR
“Wireless
Miscellansous
Custorn Reports
“-CustomReport-Ports
@y DataCenter_WAN-8pps
“-DC2B-DSCP

« I +

DATA_CENTER

aagil A

v | Tunnel1s

*DefaultilterGroup

Search |Flow.ip.ste.dst=Remate_f X v

L Cutbound -

15m 1h eh 1d Gustom

Execute Repart
Mumb: f 104

Report Actions
Save

Save As

Create

Deletz
Schedule

PDF

Export to CSW

Help

400 Kbps

Bit Rate
1

War 13, 10:50 PL

Show Total Bit Rate

Wlar 13,1101 Pht Nar 13, 11:03 Pit

Mar 13, 11:05 PM

Date

War 13, 11:07 Ph

i

Mar 13, 11:08 Pht Mar 13, 11:11 Pht

DSCP Total Flaws Total Bytes Total Packets Average Bit Rate Average Packst Rate

R34 tAFa1) 15 27 MB 33,638 242 kbps 7 pps
46 (EF) 15 aME 43,629 78 Khps 48 pps
18 (AF21) 23 4MB 42,535 36 Kbps 47 pps
24 (C53) 30 636 KB 5,339 6Kbps Epps
0 (8E) 15 252KE 634 2kbps 1pps

10. For easy access to see this report again, save the report. It can be viewed on demand at any time or
scheduled at daily, weekly or monthly time periods.

Remote Ingress Shaping QoS Configuration.

Remote Ingress Shaping (RIS) is a technique for protecting inbound tunnel traffic from casual Internet traffic. It can
protect VolP, video and priority tunnel data from Internet based TCP traffic. RIS is nothing more than a hierarchical
QoS policy applied to a DMPVN router’s LAN interface in the outbound direction. A key configuration component of
RIS is that the parent shaping policy will only use 95% of the Internet circuit's logical bandwidth. Usually in DMVPN
designs, Internet service providers will use an Ethernet broadband connection with a CIR or cap on the throughput.
The RIS QoS policy will shape to 95% of the CIR.

The configuration of a RIS hierarchical QoS policy as identical the other policies outlined in this document. Only the

differences will be highlighted.

1. Click the Home icon to view the network diagram.

2. Click the QoS tab.

LiveAction
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3. Inthe device list, right-click on a remote site device and select QoS > Manage QoS.

8 LiveAction - localhost

File View Users QoS Flow Routing IPSLA LAN Teols Reports Help

Dashboard | Manage [Eb Expand

" Qos | Flow | Routing | TPSLA | LAN

===

[l /0 & & e

(3 Qos Policy Applied

@ Mormal

@ Drops (See Alerts)

@ Warning

(5 Down

@ Al Poling Disabled

A\ QoS Poling Disabled Icon
B AcL Applied

., Not configured

= wan

cPU © | Memory ©  Flow Buffer ©

LiveAction

Simplifying the Network

I3
[ erts | advisories |

Device: REMOTE_SITE_A
Qos
Flow
Routing
IP SLA
LAN
Edit Device Settings
Add or Remove Interfaces
Refresh Device
Remove Device
Device Tools
Statistics
View

Group Management

REMOTE_SITE;
b, 192.168.12.2
=

o
= [+]
=
> 1Mb CIR
o]
L]
/%, REMOTE_SITE_A E
| 192.168.123. | ™
) o
.y L
mbar -

|~ | Enable Qo5 Polling

| Manage Qo5 Settings | —oo
in: Admin user | 03:30:56 PM EDT
Revert Qo5 Cenfiguration

Manage NEAR

Apply Policy to Interfaces...

Remove Policy from Interfaces...

Copy Policy to Devices..,

Reperts
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4. In the Manage QoS dialog window example below, a hierarchical policy named RIS_Shaping has already
been created following the steps out lined in this document. In this example the parent classes’ shaper is
set to 95% of the logical bandwidth of the Internet circuit.

¥ Manage QoS Settings - REMOTE_SITE_A (192168.123.3)
Jdaaales
Policies | Classes I Interfaces

Policies Mapped Classes
SR E PRI EREE
% Internet_Shaping_2Mb Class Mame Classify Marking Queueing Policing Shaping Compression DBL Unknown
% LIVEACTION-POLICY-MEDIAMET

mace_giobal dassdefait | -~ | [ [ [L300Kbps _———
#-1_| QUELING
[ ig RIS_Shaping

[ERE fclassdefault
" iy QUELING

Mapped Class Detail
[ Drop all traffic for dass

Classify | Marking I Queueing I Pol\clng‘ Shaping | Compression | WRED | DBL I Unsuppor ted

Shape using: |Average = | Reference
Control the flow of traffic =
=g 1,500 _Kbps x and eliminate bottlenecks |
Committed burst: 19,000 bits by delaying packets and
conforming to a specified
Excess burst: 0 bits bit rate. =

Unknown elements:

Rate

Peak: allows the b
transmission rate to

burst higher than the

shaping rate.

Average: sets the
maximum tr issil =

5. Once the RIS policy has been created, select the Interfaces tab and apply the RIS policy to the Output of
the LAN interface.

¥ Manage QoS Settings - REMOTE SITE A (192168.123.3)
Japaales
[ Poiicies | Classes | Interfaces |

Interfaces

=3 FasiELﬁernetS i

4= Input : <none>

'ib = Output : <none> Interface name:

=2 ] Fastfmemem

,f' Input: <none>

- Output : <none

-8 Fastft:hernets

: 'f Input : <none Interface description:

H -L=p Output : <none>

- @ Fastfmemetﬁ

,f' Input: <none>
=» Output : <none:

=8 FastEI:hernetT Maximum reserved bandwidth: H %
'_f. Input : <none

IP address:

IP address mask:

i -l=p Output : <none> * This device supports HQF, therefore reserved bandwidth settings are ignored
- @ Fastfmemetﬁ
i

,f' Input: <none> - PG

3! Shaping_2Mb 3 Link Fragmentation:

ggabnfthemem Maximurn delay: ms
4= Input : <none>

- Output: RIS_Shaping
Loopback0

- Output : <none
-8 Nu\IO Interleave
'_f. Input : <nonex

=» Output : <none>

,f' Input: <none>
-i=p Output : <none:

- Tunnel133
H T e i
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Validating DMVPN QoS with LiveAction

LiveAction can be used to validate DMVPN QoS performance in many ways. These are:

e Reports
o Alerts
e  Medianet (Cisco's Medianet Performance Monitor)

Reports

LiveAction’s real-time and historic reporting provides a very granular view of how DMVPN QoS polices are
performing. LiveAction stores QoS data in raw format, with no averaging. This gives engineers the ability to drill
down into historic QoS events and view them as if they were occurring in real-time. LiveAction can also show QoS
statistics from three angles: Before QoS, After QoS, and Drops. Below examples LiveAction real-time QoS
screenshots.

This screenshot is an After QoS screenshot of VolP and video traffic on a DMVPN Internet interface.

After QoS - by Class After QoS - by Class in Kbps Opti
Name Current Peak S-minute Avg  1-ho
=) [] dass-default 282 408 296
0 - [7] I CALL_SIGNAL... 0 0
[¥] M CITRIX 0 0
[¥] [ dass-defavit 27 153 2
[¥] OO meMT_DATA 0 0
[ Il viDEO 178 261 194
- [¥] O vorr 75 77 7%
0
11:02:58 A 11:03:58 A 11:04:58 A 11:05:58 A 11:06:58 A4 11:07:58 A
Total: 282 406 296
4 n

This is a second After QoS screenshot. Notice how the VIDEO queue is amber. This indicates drops are actively
occurring in this queue. QoS Alerts are being generated and logged when a queue is amber.

After QoS - by Class After QoS - by Class in Kbps o]

Name Current Peak S-minute Avg  1-hour Avg
B dass-default 189 1,226 267 24
| Il CALL_SIGNAL... a o
#0872 o . 0 -

P dass-dera ] 153 40 24
40 | CJMGMT_DATA []
el | 1,018 163 103
W] Ovorr 63 78 &4 40

Kbps

0
10:24:42 £t 10:25:48 A 10:28:48 4 10:27:42 A 10:28:48 A4 10:39:48 A

Total: 189 1,226 267 24

This is a screenshot of the QoS Drops view. The purple in the graph shows the drop rate of traffic in the VIDEO
queue. The VIDEO gueue is not amber indicating that the drops are not actively occurring.
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Drops - by Class Draps - by Class in Kbps ol
Name Current Peak S-minute Avg  1-hour Avg
=) [¥] dass-defauit a 109 25
P [] I CALL_SIGNAL... 0 0 — -
- W CrTRI 0 0
[v] [ dass-default 0 0 — -
462.56 [#] O MGMT_DATA ) 0 - .
[¥] W viDEO (] 09 25 -
24802 ¥ @vorr 0 0 — -
o
- éL
3128
1]
]
10:19:49 44 10:10:49 A 1020:42 A4 102148 A 10:23:48 a4 10:23:48 A
Total: 8 109 25 0

Alerts

LiveAction will generate an alert whenever a configurable QoS threshold is crossed. These alerts will be saved and can
be reviewed by doing a historical search. This makes pinpointing the exact times of past QoS issues easy to identify.
LiveAction alerts can also be sent to an external Syslog or Email server. LiveAction’s QoS alerts include:

e Interface Drop Rate

e QoS Class Drop Rate

e QoS Class-Default Rate

e Interface Bandwidth Utilization
e QoS Bandwidth Utilization

8 In-Application Alerts

Time Severity Device Group Alert Type Details

2014/03/17 10:08:35AM  Waming REMOTE_SITE_B Device Confi... Running config may have changed since startup confi... -
2014/03/17 10:10:48 M Warning REMOTE_SITE_A Device Confi... Running config may have changed since startup con

2014/03/17 10:13:35 MM Waming REMOTE_SITE_B Device Confi... Running config may have changed since startup confi..

2014/03/17 10:15:48 AM  Wamning REMOTE_SITE_A Device Confi... Running config may have changed since startup confi...

2014/03/17 10:18:35AM  Waming REMOTE_SITE_B Device Confi... Running config may have changed since startup confi...

2014/03/17 10:19:21AM  Waming REMOTE _SITE_A Device Confi... Device configuration changed Username - admin; Commands - config t; policy-map QUEUING; dass VIDEO; no priority ...
2014/03/17 10:20:44 AM Wamning REMOTE_SITE_A Device Confi... Device configuration changed Username - admin; Commands - canfig t; policy-map QUELING; dass VIDEO; police 1100...
2014/03/17 10:20:48 M Wamning REMOTE_SITE_A Device Confi... Running config may have changed since startup confi...

2014/03/17 10:20:48 AM  Wamning REMOTE_SITE_A Qos Class-default dropped rate Interface name - FastEthernets; Interface direction - OUTPUT;  Policy name - Internet_. ..
2014/03/17 10:20:58 AM  Wamning REMOTE_SITE_A Qos Class-default dropped rate Interface name - GigabitEthernetd; Interface direction - OUTPUT;  Policy name -RIS_sh. .
2014/03/17 10:21:02AM  Waming REMOTE_SITE_A Flow High media packet loss percentage High media packet loss percentage - 33.01 %

2014/03/17 10:21:13AM  Waming DATA_CENTER Flow High media packst loss percent Gl %

2014/03/17 10:21:38 AM  Wamning REMOTE_SITE_A QoS = Interface name - GigabitEthernetd; Interface direci

2014/03/17 10:21:48 M Wamning REMOTE_SITE_A Class dropped rate CLEARED: Interface name - GigabitEthemet; Interface diection ;

2014/03/17 10:21:58 AM  Waming REMOTE_SITE_A Class dropped rate Interface name - GigabitEthernet0; Interface direction - OUTPUT;  Policy nam N
2014/03/17 10:21:58 AM  Waming REMOTE_SITE_A Qos Class dropped rate Interface name - FastEthernets; Interface direction - OUTPUT; Policy name - QUELING. .. ’
2014/03/17 10:22:15AM  Waming REMOTE _SITE_A Class-defauit dropped rate CLEARED: Interface name - GigabitEthernet0;  Interface drection - OUTPUT; Policy nam.._8
2014/03/17 10:2215AM  Waming REMOTE_SITE_A Class-default dropped rate CLEARED: Interface name - FastEthemets; Interface drrection - OUTPUT; Polic z
2014/03/17 10:23:22AM  Waming REMOTE_SITE_A Devic jge configuration changed Username - admin; Commands - canfig t; policy-map QUELING, % police 1
2014/03/17 10:23:28 AM  Wamning REMOTE_SITE_A Qos Class-de! - - ; Palicy name - Internet_... |
2014/03/17 10:23:35 MM Waming REMOTE_SITE_B Device Confi... Running config may have changed since startup confi...

2014/03/17 10:23:38 AM  Waming REMOTE_SITE_A Qos Class dropped rate CLEARED: Interface name - GigabitEthernetd;  Interface diection - GUTPUT; Policy nam...
2014/03/17 10:23:38 AM  Waming REMOTE _SITE_A Qos Class-defauit dropped rate CLEARED: Interface name - FastEthemets;  Interface drrection - OUTPUT;  Policy name
2014/03/17 10:23:38AM  Waming REMOTE_SITE_A Qos Class dropped rate CLEARED: Interface name - FastEthemets; Interface direction - OUTPUT; Policy name ...
2014/03/17 10:25:36 AM  Wamning REMOTE_SITE_A Device Confi... Device configuration changed Username - admin; Commands - canfig t; policy-map QUELING; dass VIDEO; police 1000...
2014/03/17 10:25:48 M Wamning REMOTE_SITE_A Device Confi... Running config may have changed since startup confi...

2014/03/17 10:25:58 AM  Wamning REMOTE_SITE_A Qos Class dropped rate Interface name - GigabitEthernetd; Interface direction - OUTPUT;  Policy name - QUELIL...
2014/03/17 10:25:58 AM  Waming REMOTE_SITE_A Qos Class dropped rate Interface name - FastEthernets; Interface direction - OUTPUT; Policy name - QUELING. ..
2014/03/17 10:26:14AM  Waming DATA_CENTER Flow High media packet loss percentage High media packet loss percentage - 30,96 %

2014/03/17 10:26:32AM  Waming REMOTE_SITE_A Flow High media packet loss percentage High media packet loss percentage - 56.62 %

2014/03/17 10:28:35AM  Wamning REMOTE_SITE_B Device Confi... Running config may have changed since startup confi...

2014/03/17 10:30:58 AM  Wamning REMOTE_SITE_A Device Confl... Running config may have changed since startup confi..

2014/03/17 10:30:58 AM__ Waming REMOTE_SITE_A Qos Class dropped rate Interface name - GigabitEthernetd; Interface direction - OUTPUT; Policy name - QUEUL.. ~

Only the last 100 alerts are shown

[ Bring this window to the front when a new alert is received

[] Beep when a new alert s received

Clear list ][ Exportlist ][ Historical search ][ Configure alerts

Medianet

LiveAction is a NetFlow collector. It can collect the Cisco Medianet Performance Monitor flow type. This is a specific
NetFlow version 9 flexible template that includes VolP and video application performance metrics. LiveAction can also
generate the appropriate Medianet NetFlow configuration for many device types. This allows for the easy enablement
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of this advanced technology in a point-and-click fashion. This document will highlight how Medianet flows can be
used to validate the application performance of VoIP and video in a DMVPN network environment.

Below is a LiveAction topology diagram of a DMVPN network. This screenshot is showing Medianet flows (VoIP and
video) across the DMVPN network. Notice the Flow Type pull-down is set to Medianet. In this example, all three
monitored devices are exploring the Medianet flow type to LiveAction.

¥ LiveAction - localhost o[- )
File View Users QoS Flow Routing IPSLA LAN Tools Reports Help
Dashboard | Manage [E¥ Expand QoS- Flow | Routing | TP SLA | LAN

Curren®ime + |Current Poling Interval + || G o Display Fitering v |[Top200 | ¥ DscP -

a [+ /2@ @ w0

_ Search Example: (site = Honolulu | site = Chicag:
Name

= 4, Home
i1+ @ DATA_CENTER
= @ REMOTE_STTE_A &

@ FastBthernets || e

& GigabitEthernet0 e

- Tumel13

= VLANs }
@REMOTESITER || e T s

Color Mapping By DSCP e, GREUOTE_SITE_A /
e R e

0 (€
=95KB [ flons .

W15 (AF21) N o )
26 (AF31) - Z i
34 (aF41) amber &

3418 /9 flows g

L

W 24(cs3)

W 32(Cs9)

W 43 (CS6)

W 4 (EF)

*13MB / 4 flows

Remaining

A\ Flow Poling Disabled Lcon

B A ropied

2, Not configured

VLAN

<[ '

CPU © Memory ©  Flow Buffer © [ Advisories © | Refreshed at 3/17/14 11:25:01 AM: 19 flows (merged) cisplayed. Showing flow data from 3 of 3 devices admin: Admin user | 11:25:30 AM EDT

Real-time Medianet flows can be viewed in detail by double-clicking on a network device and selecting Medianet from
the Flow Type pull-down. Both packet loss and jitter measurements of the RTP calls passing through this device will be
shown. Below is a LiveAction screenshot of real-time Medianet flows:
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I LiveAction - localhost ol ==

File View Users QoS Flow Routing IPSLA LAN Tools Repots Help

Dashboard | Manage [E¥ Expand QoS Flow | Routing | IPSLA | LAN

@, &, ||@ enable poling| I pausfDisplay . =

faultFilterGroup - olors | End Points: IP Address ~ Playback NetFlow Colector Poll

Search Example: (site = Honolul | site B x-meeting x
ScIPAdd  SrcPort  DstPPAddr  DstPort  RTPSSRC DSCP and ... Event Count  Packet Loss Count  Packet Loss Per... ~ Jtter Mean Sitter Min Sitter Max In Packets OutIF Appication
 C 192.168.6.16 20,100 222.222.22... 20,100 2432754722 34 (AF41), 0 0 0.00% 1.86ms 0.36ms 56.23ms 913 Vian Turnel13 (©0) A
(=@ REMOTE_STTE_A 192.168.6.16 20,100 223.223.22... 20,100 2432754722 0 0 0.00% 271ms 0.04ms 29.93ms 807 Vlan1 Tunnel13 o0 M
@ 192.168.6.16 20,100 20,100 2432754722 0 0 0.00% 1.73ms 0.31ms 74408 738 Vian1 unnel13 (@:0)
i @ GigabitEthernetd 222.222.22... 20,100 192.168.6.16 20,100 2432754722 0 0 0.00% 11.71ms 20.16ms 74.40s 599 Tunnel13 (0:0)
i Tunnel13 192,168.6.16 20,100 222.222.22... 20,100 2432754722 0 0 0.00% 2.38ms 0.16ms 75,48 ms 584 Vian1 (@:0)
LM OVLANS 222.222.22... 20,100 192.168.6.16 20,100 2432754722 0 0 0.00% 14.51ms 12.56ms 139.20 ms 492 Tunnel13 (0:0)

@ REMOTE SITE B 192.168.6.16 20,100 222.222.22... 20,100 2432754723 0 0 0.00% 8.75ms 0.02ms 0.23ms 373 Vian1 Tunne! @0
192.168.6.16 20,100 223.223.22... 20,100 2432754723 0 0 0.00% 3.3Lims 0.07ms. 73.70s 344 Vian1 Tunnel1: (0:0)
192.168.6.16 20,100 223.223.22... 20,100 2432754723, 0 0 0.00% 6.98ms 0.10ms 29.75ms 280 Vian1 Tunnel13 (©:0)
192.168.6.16 20,100 222.222.22... 20,100 243275472 0 0 0.00% 3.34ms 0.21ms 73.12ms 289 Vilan1 Tunnel13 (0:0)
222.222.22... 20,100 192.168.6.16 20,100 243275472 0 0 0.00% 23.85ms 19.87ms 73.60s 257 Tunnel13 Vian1 (0:0)
222222.22... 0,100 192.168.6.15 20,100 283275472 0 0 0.00% Ms6ms 18.33ms 13887 ms 218Tunnel13  viant (0:0)
222.222.22... 20,100 192.168.6.16 20,100 o NfA NfA NfA NfA N/A /A 4Tunnel13 Vian1 (0:0)
192.166.6.15 20,100 223.223.22... 0,100 0 A A A A A A 4vian1 Tumel1s | (0:0)
192.168.6.16 20,100 222.222.22... 20,100 o NfA NfA NfA NfA NfA NjA 0 Nully Nullo (0:0)
192.168.6.15 20,101 22222.22... 2,101 0 nja A A A iy A 34 vian1 Tunnel (:0)
192.168.6.16 20,101 222.222.22... 20,101 o NfA NfA NfA NfA NfA NjA 13 Vlan1 (0:0)
192.168.6.14 31,16 2222222, 1,420 2539205992 0.00% 0.46ms 0.00ms 3809 ms 1,458 Vian1 Tury (:0)
192.168.6.14 31,196 223.223.22... 19,420 2539225492 0 0 0.00% 4.43ms 0.00ms 113.00s 1,453 Vian1 (0:0) 0
192.168.6.14 31,198 222.222.22... 19,420 2539225432 0 0 0.00% 0.75ms 0.00ms 113.008 1,450 Vian1 innel 13 (0:0)
192.168.6.14 31,196 223.223.22... 19,420 2539225492 0 0 0.00% 1.16ms 0.00ms 46.44ms 1,416 Vlan1 Tunnel13 (0:0)
192,168.6.14 31,196 223.223.22... 19420 2539225492 0 0 0.00% 116ms 0.00ms 48.66 ms Tunnel13 (@:0)
222.222.22... 31,156 192.168.6.14 15,420 2539225492 0 0 0.00% 5.54ms 0.00ms. 65.04ms Viani (0:0)
|222.222.22... 31,196 192,168.6.14 19,420 2539225492 0 0 0.00% 8.07ms 0.00ms 113.00s Vian1 (@:0) -

0l i ’
Web
M Internet
Network Management
M Enterprise Applcations
voice
218 [ 14 flows
W video
*5ME [ 17 fiows
M Network Mail Services
Directory
M Routing
Peer-to-Peer/Non-essential
Al-Remaining
A\ Fiow Poling Disabled Icon [Crezisaane J[ sezressie | =
B AL rppied
3, ot configured
— a VLAN
<[ ™
€Pu @ Memory © | Flow Buffer © [ Advisories ©  Showing collector data for 3/17/14 11:43:10 AM - 11:43:20 AM: 31 flows displayed. admin: Admin user | 11:43:28 AM EDT

Below is a second real-time screenshot of Medianet flows. Notice the cells in red in the Packet Loss Percentage
column. This indicates a configurable threshold was exceeded in LiveAction and the statistics received in the Medianet
flow is triggering an alert for the bad performance of a VolP/video call.

LiveAction - localhost ==l =
Flle View Users QoS Flow Routing IPSLA LAN Tools Reports Help
Dashboard | Manage [ Expand Qos 'iFlit | Routing | IPSLA | LAN
@, &, 3 enableroling | [jj Pause Display | Medianet ~ | [ *DefaultFit=rGroup ~ | i Display Fiter Colors | End Points: 1P Address v Flayback NetFlow Colector Polling : 10 seconds
Search Example: (site = Honolulu | site = Chicago) & wan & flow. app = nebex-nesting x -
=T
Src P Addr SrcPort DstIP Addr DstPort RTP SSRC DSCPand IPv6 ... LossEventCount  PacketLoss Count Packetloss Per... Jitter Mean Jitter Min Jitter Max In Packets InfF
] 192.168.6.16 20,100 222.222.222.105 20,100 2432754722 34 (aF41) 0 0 0.00% 1.99ms 0.05ms 54,95 ms 780 Tunnel13
3 192.168.6.16 20,100 222.222.222.105 20,100 2432754722 34(AF41) | L 165ms 0.02ms 136,16 ms 794 Tunnel13
- FastEthernets 222222222105 20,100 192.168.6.16 20,100 2432754722 34 (aFa1) 0 0 0.00% 14.57ms .14ms 749058 592 GigabitEthernet
® GigabitEthernetd 222.222.222.105 20,100 192,168,616 20,100 2432754722 34(aF41) 0 0 0.00% 9.59ms 21.09ms 260.82ms 573 GigabitEthernetq
® Tumelt3 192.168.5.15 20,100 222222222105 20,100 2432754723 34 (aFa1) 0 0 0.00% 6.56ms 0.31ms 8.a1ms 364 Tunnel13
= vLans 222.222.222.105 20,100 192.168.6.16 20,100 2432754723 34(aF41) 0 0 0.00% 37.44ms 23.92ms 183.99 ms 305 GigabitEthernet]
@ ReEMOTE STE B 192.168.6.16 20,100 222222.222.105 20,100 2432754723 34 (aF41) 1 1 6.28ms 0.05ms 151.51ms 278 Tunnel13
- 222.222.222.105 20,100 192.168.6.16 20,100 2432754723 34(aF41) 0 0 0.00% 40.50ms 19.54ms 73.605 257 GigabitEthernet]
22222222205 20,100 19216866 20,100 0 34(aF41) A A A A /A /A 4 GigabitEthernetd
192.168.6.16 20,100 222.222.222.105 20,100 0 0 6E) NjA NjA A A NjA NjA 0hulo
22222222205 20,100 192168606 20,100 [l 0 ) A NA /A /A /A /A ahuly
192.168.6.14 31,196 222.222.222.103 19,420 2539225492 46 (EF) [ 0 0.00% 0.83ms 0.00ms 31.35ms 1,445 Tunnel13
192,168.6.14 31,196 222.222.222.103 19,420 2539225492 6 (EF) 15 15 I 0.62ms 0.00ms 34.54ms 1,436 Tunnel13
222.222.222.403 31,136 192.168.6.14 19,420 2539225492 46 (EF) [} [} 0.00% 6.27ms 0.00ms 16.30 ms 1,199 GigabitEthernetq]
22222222203 31,196 192168604 19,920 2539225492 46 (EF) [l [l 0.00% 648ms 0.00ms sL1sms 1,198 GigabitEthemetg
192.168.6.14 31,196 222.222.222.403 19,420 0 0 (s€) NA NA N N n/A n/A ohulo
« i r
Color Mapping By Display Fiter Colors
Vieb
M Intemet -
Network Management o 3y
M Enterprise Appications s
Voee (Cremmeeans v |
*LMB [ 5 flows S e s
=3MB [ 11 flows (zmmem) [ —
W Network Mail Services “Q;\
Directory - > 2z et | {(mmemim]
M Routing v
Peer-to-Peer/Non-essential S
Al-Remaining
A\ Flow Poling Disabled Lcon
@ AL Appiied
2, not configured
- = AN
<[m V=
cPU © Memory © | Flow suffer © [ Advisories © | showing collector data for 3/17/14 11:52:20 AM - 11:52:30 AM: 16 fiows displayed. admin: Admin user | 11:52:38 AM EDT

Medianet Flow Path Analysis

LiveAction can also visually paint an end-to-end picture of how VolP/video call performance across a network. It will
also correlate device, interface and QoS statistics with the performance of the VolP/video call. To see this end-to-end
flow performance, perform the following:

I_ ive/A\Ction www _liveaction.com 41

Simplifying the Network



1. Click on the Home icon, Flow tab, and click the Table icon.

¥ LiveAction - localhost =E =
File View Users QoS Flow RougM™ INGLA LAN Tools Reports Help
Dashboard | Manage [EF Expand @ i | Routing | IP g Y
& No O - @ | @ | Refresh | Medianet + |current Tme ~ |cumrentPoling Interval + | 53 o Display Filtering v |Top20  « | e osce .
Search [Example: (site = HonoluNyggegg#Nicago) & wan & flow.app = webex-meeting X v E
@ DATA_CENTER
& FastEthernets
& GigabitEthemeto
& Tumnel13
= vians
@ REMOTE SITE B
ox
o
1Mb CIR
Color Mapping By DSCP L% GPEMOTE_SITE_A A~ mg
0@ {T%,J
“B5 KB / 7 flows '
W s (AF2)) N of m,gx
26 (AF31) e B "
34 (AF4D) 2Mb CIR o~
50 MB /9 flows D
M 16 (CS2) e
W 24(cS3)
3259
W3 (CS8)
W 4 EF)
=16 M8 [ 5 floms
Remaining
4k Fiow Poling Disabled Tcon
D AcL Applied
2, Not configured
— VLAN
\ < [ 3
‘ P © Memory © | Fiow Buffer © BB Advisories © | Refreshed at 3/17/14 11:56:13 AM: 21 flows (merged) displayed. Showing flow data from 3 of 3 devices, admin: Admin user | 11:56:41 AMEDT

2. The System Flow Table window will appear. Select the Medianet tab. This will show a list of VoIP/video (RTP)
calls being collected in the environment. The calls in red are highlighting problems.
3. Right-click on a problem flow and select Show Medianet Flow Path Analysis.

8 System Flow Table = R

Basic Flow~ Medianat | Application (AVC) | MSEL

Color Bt TsEreRe—oRese R oo i s DSCP...
[ LDP 192.16... 20,100 - 222.22... 20,100 @ CNf... (0:0) 34 (AF41) 24327... i)

O LIDP 2220 20, PP Fop LT Fanrpusis (eney R - X i} 34
[ LDP 192.16... 31,19 - 222.22... 19,420 @ CN/... (0:0) 46 (EF) 3MB| 25332... 0.91% 4.13ms 86 %
[ DR 222.22.. 31,196 @M CN[... WZ.15... | 18,420 (0:0) 46 (EF) 3MB 25382.. 0.00% 4.93ms 0 %6
O UDP 192.16... 20,100 - 20,100 @ CN/... (0:0) 34 (AF41) 2MB 24327... 169.70... 21 34
O LDP 222.22... 20,100 @M CNf... . 20,100 - (0:0) 34 (AF41) 2MB 24327.. 0.00 % 132.32.. 0 34
O DR 222.22...| 20,100 @ CN/... 182.16..\ 20,100 - (0:0) 34 (AF41) 15KB 0 0.00% 0.00ms 0 34
O LUDP 192,16, 20,100 - 222.22... ,100 E CNf... ({0:0) 34 (AF41) 15KB 0 0.00% 0.00ms 0 34
[ LDP 192.16... 31,19 - 222.22... . (o) 46 (EF) 2KB 0 0.00% 0.00ms 0 %
O DR 222.22.. 31,195 CN/[... 182.15... (0:0) 0 (BE) 0B 0 0.00% 0.00ms 0 o
O LUDP 192.16... 20,100 - 222.22... 2 . (0:0) 0 (BE) 0B 0 0.00% 0.00ms 0 o
O LDP 192.16... 31,196- 222.22... 19,420 . (o) 0 (8E) 0B 0 0.00% 0.00ms 0 o

Show Medianet Flow Path Analysis
Execute Mediatrace
Define Custom Application Based on Flow...

Export Flow Data
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4. This will execute a Medianet Flow Path Analysis. It will show the router or switches’ performance that the call
was passing through, the input and output interfaces at each hop, the input and output QoS polices at each
hop, and the call's Medianet statistics. The example below is showing packet loss on the 2nd device in the
calls path. Click on the Show Path button to visually see the performance of the call end-to-end.

I8 Medianet Flow Path Analysis =8 E=E ==
=

Flow: UDP 192.168.6.16:20100 -> 222.222,222.105:20100  S5RC: 2432754722 3/17/14 11:54:43 AM - 11:59:43 AM

DATA_CENTER REMOTE_SITE_A

Device Name D aNeEl=  REMOTE SITE_A
CPU Usage + 24-25% 13 %
InIF + Vlan1 Tunnel13
CutIF + Tunnel13 GigabitEthernetd
In QoS Policy + SET_DSCP Mo Policy
Qut QoS Policy + Mo Palicy Mo Policy
Jitter Mean 0.86-2.53ms 1.03-2.59ms
Packet Loss Count [u} 28-101
Packet Expected Count 561-924 663 - 925
Packet Loss %% = 0.00 % 4.03 - 10.91 %
Loss Event Count a 15-47
Forwarding Status Forwarded Forwarded
Media Bit Rate 15 Kbps - 26 Kbps 16 Kbps - 23 Kbps
IF Bit Rate 16 Kbps - 27 Kbps 17 Kbps - 24 Kbps
DSCP and IPve Traffic Class AF41 (34) AF41 (34)
Last Media Event Mormal Mormal

+ QoS Alert Enabled M Threshold Crossing Alert {TCA) Interface/Qos Policy Drops

5. Below is an end-to-end visual view of the Medianet Flow Path Analysis. The device on the right is visually

showing problems with the VOIP or video call on the DMVPN network by its red color.
LiveAction - localhost |[E=0|E=R |

File View Users QoS Flow Routing IPSLA LAN Tools Reports Help

Dashboard | Manage 3 Expand " 'Qos” Flow | Routing | PSLA | LAN

o iy 2 O | & & rablel| 3 Refiesh | Mediznet « |curentTime ~ |current poling Interval = || Mo Displey Fitering v Topao | EB|osce ~

_ Search Fxample: {site = Honolulu | site = Chicago) & wan & flow. app = webex-meeting X
o A, Home

@ DATA_CENTER
= @ REMOTE_SITE_A &=
@ FastEthemnets || e &=
@ GgabitEthernetd || e
® Tunnel13
& vLans E
@revotESTEB || e T e
s T s
“'REMOTE_SITE B
1Mb CIR
mmmmm =4
= D
g lHP
E 2Mb CIR -
Medianet Flow Path Analysis
1 OK (Mo Medianet Alerts)
M Medianet Threshold Crossing Alert (TCA)
I Urknown (Alerts Not Configured or Missing Data)
A\, Flow Poling Disabled Icon
0 AcL Appiied
2, hot configured
— = VLAN
4 [ ’ -
CPU © | Memory © | Flow Buffer © [l Advisories © Displaying Medianet path analysis fiow path for 3/17/14 11:54:43 AM - 11:55:43 AM, ‘admin: Admin user | 12:00:57 PM EDT
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Appendix A. — DMVPN Putting It All Together.

In the following pages, the concepts outlined in this document will be combined to tell the complete DMVPN QoS

story for a sample network. Consider the following network diagram.

REMOTE_SITE_A.

Each site is connected to the Internet with a 100Mb hand-off.
e REMOTE_SITE_B's Internet circuit has a IMb CIR.
e  REMOTE_SITE_A's Internet circuit has a 2Mb CIR.

P=) o

D DATA_CENTER

o

2Mb CIR

%, REMOTE_SITE_A

o

This shows a small DMVPN network comprised of three sites: DATA_CENTER, REMOTE_SITE_B, and

Below is a second diagram of this network, but in this example, end-to-end flow visualization (based on NetFlow data)

is shown across the network diagram representing VolP and video applications on the DMVPN tunnel between the

DATA_CENTER and REMOTE_SITE_A. Assume that no QoS is configured at any site and only this one VolP/video call

is traversing the network (no other data, VolIP, video or Internet traffic).

In this scenario, if a Medianet Flow Path Analysis was executed in LiveAction on VolIP call from the DATA_CENTER to

REMOTE_SITE_A, the network would show the following hop-by-hop view for a VoIP or video call.

LiveAction

www liveaction.com
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I® Medianet Flow Path Analysis = =R =
Flow: UDP 192.168.6.14:31196 - 222,222,222.103: 19420  S5RC: 2539225492 3/18/14 $:44:18 PM - 4:49: 18 PM | Refresh | [ Shaow Path ]
DATA_CENTER  REMOTE_SITE_A

Devic Name | DATALCENTER  REMOTE STE A

CPU Usage + 20 % 9 %

InIF + Vian1 Tunnel13

OutIF + Tunnell3 GigabitEthernetd

In QoS Policy + Mo Palicy Mo Policy

Out QoS Policy + Mo Palicy Mo Policy

Jitter Mean 0.67-3.59ms 0.68-1.18 ms

Packet Loss Count i} ]

Packet Expected Count 1,438 - 1,450 1,432 -1,453

Packet Loss % * 0.00 % 0.00 %

Loss Event Count a 0

Forwarding Status Forwarded Forwarded

Media Bit Rate 8 Kbps - 8 Kbps & Kbps - 8 kbps

IP Bit Rate 10Kbps - 10 kbps 10 Kbps - 10 Kbps

DSCP and IPva Traffic Class EF (46) EF (46)

Last Media Event Mormal Normal

+ QoS AlertEnabled I Threshold Crossing Alert (TCA) Interface QoS Policy Drops

&

ey
T REMOTE_SITE.
T 192 168.1

N,

S

= ree.
.

]
7 |

~
v |
/

i
~ ey

The quality of the VolIP call would be good; with no packet loss and very low jitter. But this is not how networks
operate. VoIP and video must compete with data applications and Internet traffic for bandwidth. In this scenario, all
applications are competing with the end-to-end logical throughput, the 2Mb CIR being enforced by the Internet
Provider at REMOTE_SITE_A. Consider the next screenshot. This diagram shows VOIP, video and internal data passing
between the DATA_CENTER and REMOTE_SITE_A inside the DMVPN tunnel. There is still no Internet traffic shown in
this example. Assume that a lot of data is TCP and is being downloaded from the DATA_CENTER, by REMOTE_SITE_A.
So much bandwidth is being consumed by the TCP data application in the DMVPN that the 2Mb CIR of the service
provider becomes congested and the provider starts dropping data.
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If QoS is not configured, Medianet Flow Path Analysis will show the following hop-by-hop analysis with packet loss
marked in red in the table and visually across the topology:

I Medianet Flow Path Analysis

Flow: UDP 192, 168.6.14:31196 -> 222,222,222,103:19420  55RC: 2539225452

3/18/14 5:06:45 PM - 5:11:45 PM

=N B8 ==

Refresh

]| Show Path |

Device Name

CPU Usage + 25-27 %
InIF + Wlanl
OutIF + Tunnel13
In QoS Policy + Mo Policy
Cut QoS Palicy + Mo Palicy
Jitter Mean 0,55 -88.69 ms
Packet Loss Count 0
Packet Expected Count 1,413 - 1,458
Packet Loss % * 0,00 %
Loss Event Count 0
Forwarding Status Forwarded
Media Bit Rate & Kbps - 8 kbps
IP Bit Rate 9 Kbps - 10 kbps
DSCP and IPva Traffic Class EF (46)
Last Media Event Marmal

DATA_CENTER REMOTE_SITE_A
REMOTE_:

13-14%
Tunnel13
GigabitEthernetd
Mo Policy

Mo Policy

0.45 - 2.05ms
12-21

1,403 - 1,458

12-21
Forwarded

8 Kbps - 8 Kbps
9 Kbps - 10 Kbps
EF (46)

Mormal

*Medianet Alert Enabled

+ QoS Alert Enabled I OK (Mo Medianet Alerts)

M Threshold Crossing Alert (TCA)

Interface/Qos Policy Drops

M Unknown
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But, if the appropriate Per-Tunnel QoS policy was configured on the DATA_CENTER, this issue could be fixed. In this
example this would be a hierarchical QoS policy with a 2Mb shaping parent policy and a child queuing policy. The
traffic sentin the DMVPN tunnel to REMOTE_SITE_A would adhere to the remote device's service provider CIR, and
VolIP and video would be protected inside the DMVPN tunnel.

9 Manage Qof Setting: - DATA_CENTER(1111)
Jdkaaas

[Pokces | Casses | Intevfoces |
Initerfaced

T WHREP Group “Renssted” : Shaping_3Hb
= 8 vanl

T4 Inget : SET_DSCP

Lo Dutput © <nores
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Medianet Flow Path Analysis visually confirms the Per-Tunnel QoS policy is working and that VolIP and video calls are

performing well again.

I8 Medianet Flow Path Analysis

Flow: UDP 132, 168.6,14:31196 -»> 222,222,222,103:19420  S5RC: 2539225492

E=N AR

3/18/14 7:27:29PM - 7:32:29 M [

Refresh

|[ Show Path ]

Device Mame

CPU Usage +

InIF +

QutIF +

In QoS Policy +

Cut Qos Policy +

Jitter Mean

Packet Loss Count
Packet Expected Count
Packet Loss % *

Loss Event Count
Forwarding Status
Media Bit Rate

IP Bit Rate

DSCP and IPv6 Traffic Class
Last Media Event

& Kbps - 8 Kbps
10 Kbps - 10 Kbps

DATA_CENTER  REMOTE_SITE_A

- REMOTE_SITE_A
9-10 %
Tunnel13
GigabitEthernetd
Mo Policy

Mo Policy
0.62-1.05ms
0-9

1,432 - 1,434
0,00 -0.62 %
0-3

Forwarded

8 Kbps - 8 Kbps
10 Kbps - 10 Kbps
EF (46)

Mormal

+ QoS Alert Enabled M Threshold Crossing Alert {TCA)

Interface/Qos Policy Drops

&

oo
“CREMOTE_SITE_B
T 192 168123 |

e -, -
e

The next screenshot shows an even more complete picture of what one would expect to see in a real network; VolP,
video and data going through the DMVPN tunnel and casual Internet traffic all competing for the same 2Mpb CIR

Internet circuit at REMOTE_SITE_A. Assume the casual Internet traffic is TCP and is consuming as much bandwidth as
possible just like as the DMVPN data application.
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Again, Medianet Flow Path Analysis visually show the VolIP call performance issues at REMOTE_SITE_A via the red color
below.

I8 Medianet Flow Path Analysis =n ECh==

Flow: UDP 132, 168.6,14:31196 -»> 222,222,222,103:19420  S5RC: 2539225492 3/18/14 7:46:556 PM - 7:51:56 PM | Refresh | [ Show Path ]

DATA_CENTER  REMOTE_SITE_A

Device Name [ eapNeEi=  REMOTE SITE_A
CPU Usage + 25-29 % 12-15%
InIF + Wlan1 Tunnel13
OutIF + Tunnel13 GigabitEthernetd
In QoS Policy + SET_DSCP Mo Palicy
Cut Qos Policy + Mo Policy Mo Palicy
Jitter Mean 0.51-2.84ms 0.52-4.28 ms
Packet Loss Count a 0-24
Packet Expected Count 1,320 - 1,441 1,345 - 1,442
Packet Loss % * 0.00 % 0.00 - 1.7

Loss Event Count 0 0-24
Forwarding Status Forwarded Forwarded
Media Bit Rate 8 Kbps - 8 kbps & Kbps - 8 kbps
IP Bit Rate 9 Kbps - 10 kbps 9 Kbps - 10 Kbps
DSCP and IPv6 Traffic Class EF (48) EF (46)
Last Media Event Normal MNormal

+ QoS Alert Enabled M Threshold Crossing Alert {TCA) Interface/Qos Policy Drops
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But, if the appropriate RIS QoS policy was configured on the REMOTE_SITE_A, inbound TCP based Internet traffic
could be throttled. In this example this would be a hierarchical QoS policy with a 1.9Mb shaping parent policy (95% of
2Mb CIR) and a child queuing policy. The traffic sent in the DMVPN tunnel to REMOTE_SITE_A would still be protected
as itentered the tunnel and the tunnel would be protected from the casual inbound TCP Internet traffic.
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™ Manage oS Settings - REMOTE_SITE_A (152.168.1
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= Loophed
R R
5¢El4‘put:«m=r

Medianet Flow Path Analysis visually confirms the RIS QoS policy applied to the egress of the LAN interface is working
and that VoIP and Video calls are performing well again.
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' Medianet Flow Path Analysis . . .

Flow: UDP 192.168.6.14:31196 -> 222,272,2722,103:19420  SSRC: 2539225492 3/18/148:18:12 PM - 8:23:12 PM | Refresh | [ Show Path ]
DATA_CENTER. REMOTE_SITE_A

Device Mame

CPU Usage + 23-29% 13-19 %

InIF + Wlan1 Tunnel13

CutIF + Tunnel13 GigabitEthernet0

In QoS Policy + SET_DSCP Mo Policy

Qut QoS Policy + Mo Policy RIS_Shaping

Jitter Mean 0.43- 1.60 ms 0.44-1.13ms

Packet Loss Count 0 0-14

Packet Expected Count 1,384 - 1,455 1,390 - 1,452

Packet Loss %% = 0.00 % 0.00-0.97 %

Loss Event Count 0 0-14

Forwarding Status Forwarded Forwarded

Media Bit Rate 3 Kbps - 8 Kbps 3 Kbps - 8 Kbps

IF Bit Rate 9 Kbps - 10 Kbps 9 Kbps - 10 Kbps

DSCP and IPve Traffic Class EF (46) EF (46)

Last Media Event Mormal Mormal

*Medianet Alert Enabled  + QoS Alert Enabled I OK (No Medianet Alerts) Il Threshold Crossing Alert (TCA) Interface/QoS Policy Drops Il Unknown
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What about WAN QoS for the REMOTE_SITE_A? Yes, it will need a hierarchical QoS policy. Its parent policy will shape
at 2Mb and its child policy will queue VolP, video and high priority DMVPN data.

W Manage oS Settings - REMOTE_SITE_A 1521681
Jddddbaes

Polces | Classes | Inerfaces |

Inberfaces

[
T Irgnt - <rgrm>
r...ﬂml::m:\
= FastEtheret?
T Ingast = nore >
[ Duttpat - Intemnet_Shaping_2Mb
- 8 'G_wbiﬂmﬂ
e IR 2 e e
[ Duttpat : RI5_Shaping
- B Loopheckl
T4 Ingut = <nere s
f.ptl.-‘put:ma-

What about a RIS policy at the DATA_CENTER? Depending on the traffic patterns at the DATA_CENTER device, a RIS
policy may also be needed. If required, the DATA_CENTER's RIS policy would have a parent policy shaper configured
to 95Mb (95% of 100Mb) and a child queuing policy.
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Appendix B. = Sample DMVPN Branch Office QoS Configuration with RIS

Branch Office Per-Tunnel QoS DMVPN Configuration
policy-map QUEUING
class VOIP
priority percent 20
class VIDEO
bandwidth percent 30
class MGMT_DATA
bandwidth percent 5
class CALL_SIGNALING
bandwidth percent 5
class CRITICAL_DATA
bandwidth percent 10
class class-default
fair-queue
|
policy-map Internet_Shaping_2Mb
class class-default
shape average 2000000 20000 O
service-policy QUEUING
|
policy-map RIS_2Mb
class class-default
shape average 1900000 19000 0
service-policy QUEUING
|
interface Tunnell
description MULTI-POINT GRE TUNNEL
ip nhrp group MY_REMOTE_GROUP_A
tunnel mode gre multipoint
tunnel source GigabitEthermnet0/0
|
interface GigabitEthernetO
description INTERNET
service-policy ocutput Internet_Shaping_2Mb
|
interface GigabitEthernetl
description LAN
service-policy output RIS_2Mb

Data Center
Router

Branch Office
Routers
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Appendix C. = Sample DMVPN Data Center Per-Tunnel QoS Configuration

Data Center Per-Tunnel QoS DMVPN Configuration

policy-map QUEUING

class VOIP
priority percent 20 Data Center
class VIDEO Router

bandwidth percent 30

class MGMT_DATA
bandwidth percent 5
bandwidth percent 5 7 No
class CRITICAL_DATA QoS !
bandwidth percent 10 —p 20 HK%
fair-queue
I
policy-map Internet_Shaping_2Mb Branch Office
shape average 2000000 20000 O
service-policy QUEUING
[
class class-default
shape average 1000000 10000 O
service-policy QUEUING
i.nterface Tunnell3
description MULTI-POINT GRE TUNNEL
ip nhrp map group GroupA service-policy output Internet_Shaping_2Mb

class CALL_SIGNALING -
class class-default

class class-default Routers
policy-map Internet_Shaping_1Mb

[

ip nhrp map group GroupB service-policy cutput Internet_Shaping_1Mb

!
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For More Information

On the Web—www liveaction.com/QoS
Go to our web site to find out more about Cisco QoS including best practices, the latest tools for monitoring and
creating new policies, and a schedule for QoS webinars.

How to get more copies of this and future *hand-books” —www.liveaction.com/hand-books
Go to our web site if you want additional copies or printable PDF versions of this document.

Software Tools for Cisco QoS—www liveaction.com
Visit our web site for free trial downloads of our LiveAction software for monitoring and configuring Cisco QoS. Be sure
to check for periodic specials including free licenses on selected items.

About LiveAction

LiveAction is an application-aware network performance management and QoS control software incorporating QoS,
NetFlow, Routing, IP SLA, and LAN functionality. LiveAction enhances understanding and control of the network by
combining rich visualizations, application-level analysis and optimization, and expert rules-based configuration and
editing.

Copyright © 2014 LiveAction. All rights reserved.. LiveAction is a trademark and LiveAction logo is a registered trademark of
ActionPacked Research, Inc. in the US. All other trademarks mentioned in this document are the property of their respective owners

LiveAction dba ActionPacked Research, Inc.
825 San Antonio Road, Suite 209
Palo Alto, CA 94303
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